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Abstract—Effective complex permittivity measurements 

of materials are important in microwave engineering and 

microwave chemistry. The BP (Back Propagation) neural 

network computational module has been applied to 

microwave technology and becomes a useful tool recently. A 

neural network can be trained to learn the behavior of an 

effective complex permittivity of material under microwave 

irradiation in an experimental system. It can provide a fast 

and accurate result for the material permittivity. Thus, the 

on-line measurement has been realized. In this paper, a 

measurement system has been designed and the 

S-parameters are obtained by full-wave simulations to 

reconstruct the material permittivity. Moreover, several 

organic solvents have been measured. The relative errors of 

the reconstructed results for several organic solvents are 

less than 5% compared with reference data. The 

reconstructed results of the effective permittivities of 

solvents by means of the BP neural network are obtained 

quickly and accurately.  

 

Index Terms—BP (Back Propagation); Neural network; 

Effective permittivity; Measurement 

 

I. INTRODUCTION 

Effective complex permittivity measurements of 

materials are important in microwave engineering, 

microwave material processing, microwave chemistry, 

and electrobiology[1-3]. In addition, microwave 

engineering requires precise knowledge of 

electromagnetic properties of materials at microwave 

frequencies since microwave communications are 

playing more and more important roles in military, 

industrial, and civilian life[4]. For these reasons, various 

microwave techniques have been introduced to 

characterize the electrical properties of materials. These 

methods can roughly be divided into resonant and 

non-resonant method [4]. Resonant methods have much 

better accuracy and sensitivity than nonresonant methods 

[5]. They are generally applied to preparation before 

measurements. In addition, for an analysis over a broad 

frequency band, a new measurement set-up (a cavity) 

must be made. On the other hand, non-resonant methods 

have relatively higher accuracy over a broad frequency 

band and necessitate less sample preparation compared 

to resonant methods [6]. Due to their relative simplicity, 

nonresonant coaxial transmission/reflection methods are 
presently the most widely used broadband measurement 

techniques [7].  

Various non-resonant transmission-reflection methods 

have been proposed for electrical characterization of 

low-, medium, and high-loss materials [8-10]. 

Transmission measurements are convenient for gathering 

whole volume information [9], do not suffer much from 

surface roughness at high frequencies [8], and provide 

longitudinal averaging of variations in sample 

properties[9].  

Especially, the reactants from a complicated mixture, 

which varies with time, an effective permittivity can be 

used to describe the molecular polarization of the 

mixture in the reaction [11]. The effective permittivity is 

expected to vary with respect to microwave frequency, 

temperature, and reaction time. However, in many cases, 

the effective permittivity of chemistry reaction is 
difficult to be measured on-line with traditional 

reconstruction algorithms. In a recent study, we proposed 

a measurement apparatus for relative complex 

permittivity ( r  ) and loss tangent ( tg ) using 

transmission-only scattering (S-) parameter 

measurements by BP neural network reconstruction 

algorithms. Artificial neural network computational 

modules have gained recognition as an unconventional 

and useful tool for microwave technology recently [12]. 

Neural networks can be trained to learn the behavior of 

the effective complex permittivity of the material under 

microwave irradiation. It can provide a fast and accurate 

result of the measurement when it has learned.  

In this paper, we present a simple and convenient 

reconstruction algorithm for determining the effective 

complex permittivity. Firstly, a measurement system is 

designed and the scattering (S-) parameter is calculated 

employing the frequency dependent finite difference time 
domain (FDTD) method. Secondly, we develop a BP 

nerve network and enough simulated materials are 

utilized to train the networks. Finally, the trained 

network is employed to reconstruct the effective complex 

permittivity of several organic solvents, and the results 
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gained by the BP neural network agree well with the 

previous published data. 

 

II. MEASURE MENTAL APPARATUS  

In this section, the functionality of the BP algorithm is 

illustrated by examples. We use a new open ended 

coaxial probe to measure the scattering (S-) parameters 

contained in an iron can structure in this work. The 

measurement installation shows in figure1. For measuring 

the permittivity of liquid, solid or powder, many 

structures using coaxial line have been reported
 
[13]. 

 

 
Figure 1. Measurement installation 

 

However, in many cases, a change of the effective 

permittivity is too small to be observed by traditional 

methods. We propose an iron can to contain the material 

measured. The iron can structure is big enough, so that 

the scattering parameters which are used to reconstructed 

permittivity have been gained. Moreover, the coaxial 

probe has been designed the pointed-end for plug in 

powder easily shown in figure 2 and 3. To validate the 

performance of the coaxial structure, the experimental 

and computational results show that the coaxial probe is 

very sensitive to the change of the effective permittivity 

and they are fit well. In the process, the finite difference 

time domain (FDTD) method is employed because these 

materials to be studied are dispersive material and the 

simulation model as figure 4. Then, we develop 

multilayer perception (MLP) neural network based on 
back propagation (BP) arithmetic and use enough 

simulated materials as samples to train the networks. 

III. BP ALGORITHM 

Among all kinds of artificial neural network studied 

today, Back-propagation(BP) network, which depends on 

simple structure, strong operation-ability, imitation of 

every nonlinear relation between input and output, is 

widely applied in the fields such as function 

approximation, pattern identification, classification and 

data compress, image process, system control and so 

on[14-15]. In fact, it is to modify weight coefficient, 

according to negative grads direction of error function, to 

make error decrease. 

 

 
 

Figure 2. Structure of the coaxial probe 

 

 

 
 

Figure 3. Coaxial probe 

 

 
 

Figure 4. Simulation model 

 

 

A.  Diagram of BP Algorithm 

BP neural network is a kind of typical forward network, 

composed of input layer, hidden layer and output layer. 
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Full interconnect from is among the layers. And 

disconnect form between two neural units of the same 

layer. BP network transmits directly and information 

transmission is bidirectional. In this paper, BP neural 

network has been used to reconstruct the effective 

complex permittivity of material measured by scattering 

parameter (|S11|,
11S ) and Its diagram is shown as Figure 

5. 

 
 

Figure 5. The structure of the BP 

 
 

1.Information positive transmission 

Input information, from input layer and processed by 

hidden layer, is transmitted to output layer. 

Input layer: input value is every branch value of the 

example, output value of input layer is equal to the branch 

value of the example generally. 

Hidden layer: hidden layer has single layer or 

multilayer. 

To node j, its input value xj is the sum, adding the 

output value yi of every node in the former layer: 

j ij i

i

x w y                (1) 

Its output value is: 

( )j s jy f x                (2) 

(*)sf  is excitation function, using sigmoid function 

generally: 

 

1
(*)

1 j j
s x

f
e

 



            (3) 

j is the threshold value of node j, and 

     1f x f x f x     . 

Output layer: to node k, its input kx  and output 

ky are respectively: 

k jk jx w y                (4) 

 k ky f x                  (5) 

Linear functions are usually used in output layers. 

 

2. Error back propagation [14] 

When the real output value from neural network is not 

equal to the expecting value, error e will be gotten. Use 

the negative gradient descent way to make connecting 

weigh return following the former connecting access and 

have error function decrease by modifying the weight of 
each layer. Among them, error function generally chooses 

the LMS error estimator to calculate error. 

Suppose the real output from the network is pky  and 

expecting output is pkt , so mean-square error function 

pE  is: 

 
21

2
p pk pk

k

E t y          (6) 

Among that, k denotes the k unit of the output. P 

denotes the p input example. 

To all the learning example, the system mean-error 

is:    
21

2
p k p k

P k

E t y
P

             (7) 

Using the steepest descent back propagation to modify 

weigh: 

Weigh regulation between output layer and hidden 

layer: 

   1jk jk jkw t w t w                   (8) 

among that,  

jk

jk

E
w

w



  


                     (9) 

 

 0,1  is learning rate. 

Have the Eq.(6) into the Eq.(9): 

k
jk

jk k jk

yE E
w

w y w
 

 
    

  
       (10) 

   1jk k k k k jw t y y y y         (11) 

among them: 

   1k k k k kt y y y                (12) 

  Weigh regulation between the input layer and hidden 

layer: 

   1ij ij ijw i w t w                (13) 

ij j i

ij

E
w x

w
  


   


            (14) 

in the Eq.(14) 

(1 )j k jk j j j

k

w y y y              (15) 

 

B.  Fundamental Principle of BP Algorithm[16] 

A neural network is created with one or more levels of 

hidden nodes to model a system. There are multiple 

connections from the inputs to the nodes on the hidden 

layers to the output, which all have a weight and error 

term, which are adjusted through the training process. 

Since there is a tremendous amount of interconnectedness 

between all nodes from the inputs to the output, a neural 

network can expose relationships that were previously 

unsuspected before the analysis. During the training 

process, the network assigns weights to the nodes to 

achieve the best relationship between the training input 

and output values, The neural network runs through the 

process many times adjusting weights to minimize the 
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error. The number of hidden nodes was initially chosen 

by the Baum-Haussler heuristic, although some 

experiments were done with modified values.[17] The 

weights were initialized with random values from the 

range[-0.3,0.3] and the learning rate was set at 0.3.(For 

more discussion of these terms, see [18].)  Once trained, 

the network has a model with the weights that provided 

the best results to calculate the estimate for a part that was 

not in the training data set. A Back-propagation (BP) 

neural network creates an optimal model that is general in 

nature and produces a small mean square error for data 

that was not in the training set[19].  

Input sample is transferred form input layer to output 
layer via one or more hidden layers. If there exists error 

between real output and desired output, Error Back 

Propagation will begin to operate. Above-mentioned is 

signal forward propagation. Meanwhile, output error will 

be propagated reversely from hidden layer to input layer, 

which named error back propagation. Error signal of 

every layer will have been obtained and become a basis to 

correct weight-value of every neuron. 

Signal forward propagation and error back propagation 

are running go round and begin again until network 

output error will up to the standard. 

 

C.  reconstruction of permittivity for material by BP 

network 

The figure 6 shows the process to reconstruct the 

permittivity for material by BP net work 

Compared with other conventional reconstruction 

algorithm, BP neural network has some advantages: on 
the one hand, the result can be gained very quickly once 

the network has been trained, because the samples have 

been produced by the finite difference time domain 

(FDTD) method before trained. The network has been 

trained by samples before measurement and saved, then 

the test data gotten from measurement. Once the test data 

has been input in the network trained, result can be gained 

in several seconds. The test data, on the other hand, can 

be processed parallel. Many reconstruct results can be 

gained at one time. So the on-line measurement has 

realized by using BP neural network.  

 

D.  Construction of the Sample Space[18] 

In this section we describe the creation of the sample 

space, and the training of the network. How information 

from the preconditioned system can be used to increase 

reconstruction accuracy. 
The neural network algorithm may also be addressed in 

context of training data manipulation [8]. For example, in 

[9], a learning strategy is implemented through the 

selection of most informative training samples. Given 

enough data, an BP neural network will reconstruct the 

permittivities of materials and produce a more accurate 

result. The accuracy for reconstruction of permittivity 

depend on the amount of data available in this loss 

dielectric materials 

 

1.The produce of sample data  

Before constituting the model the primary question is 

the production of samples. On the one hand, the 

characteristic of network should be considered; on the 

The establishment 

of BP neural 

network

Input of samples and train 

of BP network

Calculation 

the error

Reach the convergence precision 

Yes

No

Output 

the result 

Save the net and input the 

scattering parameters 

measured into the neural 

network 

The generation of 

samples by FDTD 

simulation

 

Figure 6. The flow chart of reconstruction permittivity by BP 

other hand, the sample data must do their best to reflect 

the intrinsic rule of permittivities. The learning strategy is 

implemented through the selection of most informative 

training samples[9]. The sensitivity analysis algorithm 

defines pattern informativeness as the sensitivity of the 

neural network output to perturbations in the input value 

of that pattern.[20] In[20], the output sensitivity vector is 

defined as (17), That is,  

      ,

1, ,

max
p P P

k

k K

S S 




        (16) 

Where 
 p

 is the informativeness of pattern p,
 P

S  is 

the output sensitivity vector for pattern p, and 
 
,

p

kS  

refers to the sensitivity of a single output unit k to 

changes in the input vector z ; K is the total number of 

output units. The output sensitivity vector is defined as  
  ( )

2

p p

zS S                 (17) 
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Where 
 p

zS
is the output-input layer sensitivity matrix. 

Each element
 

,

p

z kiS of the sensitivity matrix is defined as 

(assuming differentiable activation functions) 

 
 ,

p k
z ki p

i

S
z







                (18) 

Each element k of 
 p

S
 is then computed as  

    
2

,

1

I
p p

K z

i

S S 



               (19) 

 

In this paper, The FDTD is applied to simulate the 

|S11| and
11S , using the real and the imaginary part of 

materials as input parameters. at different permittivities of 

materials. For example, figure 7 shows the phase 

variation of S- parameters due to the change in real part 

of permittivities. The slope for the curve which expresses 

the sensitivity of the output changes from small to big 

with the input data increasing. The slope is bigger at the 

low permittivity materials areas than the high permittivity 

materials areas, and the samples in low permittivity 

materials areas are more informative, the more samples 

have been selected in training neural networks. In 
addition, the low permittivity materials have bigger 

relative errors with the same absolute reconstruction 

errors. The more samples have been selected to improve 

the accuracy of reconstruction by BP neural network so 

that the relative errors of measurement for the materials 

permittivities are less than 5%.  
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Figure 7. Phase variation of S-parameters due to the change in real 

part of permittivities at 2.45GHz. 

 

E.  The training of the BP neural network[nn7] 

The BP neural network training comprises the 

following tasks: (ⅰ) select the proper training set, (ⅱ) 

find a suitable network architecture and (ⅲ) determine 

the appropriate values of characteristic parameters such 
as the learning rate and monentum term. 

The learning rate coefficient and the momentum term 

are two user defind BP parameters that effect the learning 

procedure of BP neural network. The training is sensitive 

to the choice of these parameters. The learning rate 

coefficient, employed during the adjustment of weights 

changes; hence large steps are taken toward the global 

minimum of error level, while smaller learning 

cofficients increase the number of steps taken to reach 

the desired error level. If an error curve shows a 

downward trend but with poor convergence rate the 

learning rate coefficient is likely to be too high. Although 

these learning rate coefficient are usually taken to be 

constant for the whole net, local learning rate coefficients 

for each individual layer or unit may be applied as well. 

The basic BP neural network configuration employed 

in this study is selected to have one hidden layer, An 

improtant factor governing the success of the learning 

procedure of  neural network architectkure is the 
selectiong of  the training set. A sufficient number of 

input data properly distributed in the design space 

together with the output data resulting from complete 

structural analyses are needed for the BP algorithm in 

order to provide satisfactory results. Overloading the 

network with unnecessary similar information results to 

over training without increasing the accuracy of the 

predictions. A few tens of limit elasto-plastic analyses 

have been found sufficient for the example considered to 

produce a satisfactory training of the BP neural network. 

In this work a fully connected network is used. The 

number of conventional step-by-step limit analysis 

calculations performed in order to built up the proper 

data for the training set is in the range of thirty[nn8]. 

This selection is based on the requirement that the full 

range of possible results should be represented in the 

training procedure. For the application of the BP neural 

network simulation and for the selection of the suitable 
training pairs, the sample space for each random variable 

is divided into unequally spaced distances. The samples 

in low permittivity materials areas are more informative, 

the more samples have been selected in training neural 

networks. The cectral points within the intervals are used 

as inputs for the limit satae analyses. 

 

F.  BP neural network box in MATLAB 

Software MATLAB7.0 supply a neural network 

toolbox(Neural Network Toolbox, for short, NNbox). 

Next, aiming at  BP network establishment and training, 

I will introduce how to program with these function, 

based on Nnbox-relation function. 

MATLAB neural network toolbox supplies 

professional function new ff( )[nn10] for neural network 

establishment. The grammar of it is as follows: 

net=newff(Xr,[S1 S2…SN1],{TF1 TF2 …TFN1}, 

BTF, BLF, PF)                          （20） 

In the Eq.(20) above, Xr is a input vector, which has 2 

lines that denotes the minimum and the maxium of the 

input vector respectively. [S1 S2 … SN1] express, in turn, 

the unit number of the hidden layers and output layers in 

BP network; {TF1 TF2… TFN1} represent respectively 

the functions in the hidden layer and the output layer. The 

function, such as tansig, logsig and purelin and so on, can 

be used and “tansig” is default; BTF, which expresses 

back train function in network, is character string variable 

and “trainlm” is default; BLF, which represents back 
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weigh learning function, is a character string variable and 

“learndm” is default ; PF, which expresses performance 

function concluding mae （calculating network average 

absolute error）, mser(calculating mean-square error), 

msereg (calculating mean-square error and the weighting 

of weigh or threshold value ) and sse (calculating network 

mean-square sum) is a character string variable 

calculating network output error to provide criterion for 

training, which choose “mse” as default; net is new 

creating BP neural network. BTF, BLF and PF will be set 

in terms of requirement, of omitted. 

After defining network structure, newff will 

automatically transfer the function “init” with drfault 

paramter to initialize each weigh and threshold value in 

network, which will create a trainable for feedforward 

network with “net’as the return value. 
Due to the compress effect nonlinear transfer function 

gives the output, the output layer usually adopts linear 

transfer function to keep the output range. 

 

IV. MEASUREMENT  RESULTS 

 

The permittivity of material can be gained when the 

scattering parameters measured have been put in the 

trained BP network. So the trained network can use the 

scattering parameter to measure the effective complex 

permittivity of materials quickly. TableⅠ shows the 

reconstructed results of several organic solvents and The 

relative errors of the reconstructed results for several 

organic solvents are less than 5% compared with 

reference data.  TableⅡshows the reconstructed results 

of the permittivities of NaCl powder at different moisture 

contents. The accurate restructured results have been 

gained by BP network. 

 
TABLE I Effective permittivities of material at 2.45GHz 

Material name 

 

real part of complex permittivity 

Measurement 

result 

Reference[21] 

result 

relative errors

（%） 

DMSO 46.89 48.9 -4.1 

Methanol 25.91 24.97 3.8 

Formic acid 6.839 7.135 - 4.2 

ethanol 8.68 8.939 -2.9 

 

Material name 

 

Loss tangent 

Measurement 

result 

Reference[21] 

Result 

relative errors

（%） 

DMSO 0.393 0.409 -3.9 

Methanol 0.561 0.582 - 3.6 

Formic acid 0.242 0.236 2.5 

ethanol 0.880 0.849 3.7 

 

 

 

 

 
 

 

 

TABLE II Effective permittivities of NaCl powder with different 

moisture content at 2.45GHz 

moisture content 

(%) 

complex 

permittivity 

0.5 

 

1 

 

1.5 

 

2 

 

2.5 

 

Real part 3.12 3.38 3.72 3.99 4.37 

loss tangent 0.10 0.13 0.18 0.23 0.28 

 
moisture content 

(%) 

complex 

permittivity 

3 

 

3.5 

 

4 

 

4.5 

 

5 

 

Real part 4.56 4.62 4.66 4.95 5.20 

loss tangent 0.31 0.37 0.38 0.43 0.49 

 

V. CONCLUSIONS 

In this paper, we have designed an open-ended coaxial 

probe to measure the scattering parameters, and the 

techniques of BP reconstruction have been applied to the 

measurement of the complex permittivity. The BP 

network is a simple, fast and convenient method to 

reconstruct the permittivity of materials. The measured 

results show the BP neural network can be applied to 

microwave measurements and work well. 

 

 

REFERENCES 

[1] Waldron, S. N. Makarov, S. Biederman, and R. Ludwing, 

“Suspended ring resonator for dielectric constant 

measurement of foams,”IEEE Microw. Wireless Compon. 

Lett, 16(9),pp. 496-498, Sep.2006 
[2] K. Huang and X. Yang.“A method for calculating the 

effective permittivity of a mixture solution during a 

chemical reaction by experimental results”. PIER Lett., 

2008, 5,pp.99-107. 
[3] L. Yan, K. Huang, and C.Liu, “A noninvasive method for 

determining dielectric properties of layered tissues on 

human back,”J. Electronmagn. Wave 

Appl.,21(13)pp.1829-1843, Oct.2007. 
[4] Chen, L. F., C. K. Ong, C. P. Neo, et al., Microwave 

Electronics: Measurement and Materials Characterization, 

John Wiley & Sons, West Sussex, England, 2004. 

[5] U. C. Hasar and E. A. Oral, A Metric Function for Fast and 
Accurate Permittivity Determination of Low-to-High-Loss 

Materials From Reflection Measurements, Progress In 

Electromagnetics Research, Vol. 107, 397-412, 2010 

[6] Kaatze, U., “Techniques for measuring the microwave 
dielectric properites of materials,” Metrologia, Vol. 47, 

No.2, S91-S113, 2010. 

[7] Baker-Jarvis, J., E. J. Vanzura, and W. A. Kissick, 

“Improved technique for determining complex 
permittivity with the Transmission/Reflection 

method,”IEEE Trans. Microw. Theory Tech., Vol. 38, No. 

8, 1096-1103, 1990. 

[8] M. Papadrakakis and N. D. Lagaros, “Reliability Based 
Optimization Using Neural Networks” 

[9] M. Papadrakakis and N. D. Lagaros, “Structural relibility 

analysis of elastic-plastic structures using Neural 

Networks and Monte Carlo simulation”, Comp. Methods 
Appl. Mech. Engrg.,136, 145-163,(1996). 

[10] Hebeish, A. A., M.A. Elgamel, R. A. Abdelhady, et al., 

“Factors affecting the performance of the radar absorbant 

1094 JOURNAL OF SOFTWARE, VOL. 6, NO. 6, JUNE 2011

© 2011 ACADEMY PUBLISHER



textile materials of different types and structures,” 

Progress In Electromagnetics Research B, Vol. 3, 

pp.219-226, 2008. 
[11] Kama Huang, Xuejun Cao, Changjun Liu, and Xiao-Bang 

XU. “Measurement/computation of effective permittivity 

of dilute solution in saponification reaction” IEEE Trans. 

Microwave Theory Tech., 2003, 51(10) pp.2106-2111. 
[12] Luo Ming, Kama Huang, Tianle Pu, “Measurement and 

Prediction of Dielectric for Liquids Based Artificial Nerve 

Network”ICMMT 2010 Proceedings. pp.1083-1085  

[13] Hu Rong-hua, Yang Xiao-qing, Huang  Ka-ma,“a new 
method to measure  the complex permittivity of solution 

at high-power microwave” Journal of Sichuan University 

（Natural Science Edition）,2007,44 (3) pp.583-586 

[14] Linhui Liu, Jie Chen, Lixin Xu, “Realization and 

Application Research of BP Neural Network Based on 

MATLAB” 2008 International Seminar on Future 

Biomedical Information Engineering pp.130-133  
[15] Shuaivin Wang, Yajuan Wang, “The Demarcating Method 

of Infrared Image Measuring Temperature Based on 

GA-BP Network” 2010 International Conference on 

Computer and Communication Technologies in 
Agriculture Engineering.    

[16] HOU Xuan, HE Mingyi, “Study of Detection Technique 

Simulation of High Resolution Radar Based BP Neural 

Network” Third International Conference on Natural 
Computation(ICNC2007)  

[17] A. Holloway, T. Chen, Neural Networks for Predicting the 

Behavior of Preconditioned Iterative Solvers[J], In 

Proceedings of the 2007 International Conference on 
Computational Science, Beijing China, May 2007 

[18] (nn2)T. M. Mitchell. Machine Learning. McGraw-Hill, 

1997. 

[19] Gary R. Weckman, Helmut W. Paschold etc. “Using 
Neural Networks with Limited Data to Estimate 

Manufacturing Cost” Journal of Industrial and Systems 

Engineering, Vol.3, No.4, pp.257-274, Winter,2010 

[20] [nn9] Meixian Wu, Xueliang Zhang, Summarization of BP 
Neural Networks Improvement, Taiyuan University of 

Science & Technology Transaction, Vol.26, No.2, 2005. 

[21] HUA Wei , Yang Xiao-qing, Huang Ka-ma etc. “Study on 

the complex permittivity of common organic reagent at 
2.45GHz” Chemical Research and Application, 2006, 

18(10) pp. 1232-1234. 

 

 
Qian Chen 
Lecturer 

Department: Radio Electronics 

Education Background 
B.S., Electronic Engineering, Sichuan University,1997 

M.S., Radio Physics, Sichuan University, 2002 

Research Interests 

Dr. Chen’s main research interests include microwave 
engineering, RF circuit design and microwave measurements. 

 

Kama HUANG  

Received the M.S. AND Ph.D. degree in microwave theory 
and technology from the University of Electronic Science and 

Technology, Chengdu, China, in1988 and 1991, respectively. 

     Since 1994, he has been a Professor with the 

Department of Radio and Electronics, Sichuan University, 
Chengdu, China, and sicne 1997, he has been the Director of 

the department. In 1996, 1997, 1999, and 2001, he was a 

Visitiong Scientist with the Scientific Research Center 

“Vidhuk,” Kiev, Ukraine, Institute of Biophysics Consiglio 
Nazionale delle Ricerche (CNR), Milan, Italy, Technical 

University Vienna, Vienna, Austria, and Clemson University, 

Clemson, SC, respectively. While with these institutions, he 

cooperated with scientists to study the interaction between 
electromagnetic fields and complex media in biological 

structure and chemical reaction system, 

Prof. Huang is a Fellow of  the Chinese Institute of 

Electronics. 

JOURNAL OF SOFTWARE, VOL. 6, NO. 6, JUNE 2011 1095

© 2011 ACADEMY PUBLISHER


