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Abstract— Process algebra provides essential tools for study-
ing distributed and concurrent systems. Stochastic proces
algebra (i.e., YAWN) enhances the process algebra with
stochastic extensions which is perfect to analyze phenomeen
of process with executing durations in the real world. Whats

functional as well as stochastic behaviors in one single
specification.

The actions in SPA give the framework specification
of system’s behaviors. During the execution of SPAs,
more, in Ssystem runs, value passing is tightly bounded with  value passing occurs intuitively and naturally. Processes
their processes. However, stochastic process algebras Kac cooperate with each other by exchanging messages [10],

value passing can limit their expressiveness. Based on this [11], [27], it can be happened in typical operators like:
we propose a process algebra of stochastic process algebra

with value passing. This new process algebra can specify
the behaviors of systems in a more clear and accurate way.
In dealing with relationship of bisimulations, we introduce

a new policy of weak time comparison between processes
in bisimulation which is more convenient and doable in
practice.

« Sequential compositipnwhere the prefix action
might pass the value to the following action for fur-
ther execution. This happens commonly in programs;

« Parallel compositionwhere a synchronous commu-
nication event can be executed. This is the type of
communication in SPAs;

« Recursive operatiarthis operator is useful in dealing
with repeated actions with certain rules.

Index Terms— stochastic process algebra, value passing,
equivalence, bisimulation, weak time restriction.

SPAs can be models for describing phenomena of the
real world in an abstract leveValue passingan enhance

Process algebra is a widely accepted language of spe@PAs with the abilities to describing phenomena in a
ifying distributed and concurrent systems. The fundamenmore detailed level, more intuitive to understand and more
tal work is done by Milner in CCS [23], Hoare in CSP doable to put into use. This can be demonstrated by the
[13] and Hilston in ACP [2]. above examples. In other systems, (for example, traffic

Stochastic Process Algebras (SPAs) [3], [6], [7], [16],control, weather forecasting, scientific calculation, and
[18] have been invented in the early 90's, the main idea oftock markets), there are values passing with all processes
stochastic process algebras is to incorporate quantatifunning all ime long. Value passing exists at any moment
information in a qualitative process algebra model. Inin System runs. With value passing, we can get a inner
these approaches proposed so far, the quantitative i§ight into the phenomena (e.g., under certain situation,
formation is given in terms of distribution functions or values are final results). So, itmecessarynd intuitively
random variables. These variables denote the duration #r Us to equip the language of SPAs with value passing.
actions, and these durations are specified together witBy doing this, we can get a better understanding of the
actions. phenomena described in SPAs.

The basic activity of a process #&tion In stochastic The main idea of SPA with value passing is to enhance
process algebras, actions are equipped with stochast@stions with notions oflurationandvalue passingluring
distribution functions which describes tle&ecution time their executions. Durations are described stochastibally

of the actions stochastically. SPAs are suitable to describneans of distribution functions. Values passing during
executions can simulate the key parameters in system
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runs. In Markovian SPA, only exponential distributions

are considered as delay parameters. As for value passing,
we assume that only valid values are permitted during the
execution, and the invalid values will trigger an exception
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An exponential distributions i\ and its mean value is of the recX operator, and if every process constant is
1/ defined by a defining equation.

One of the most attractive features of process algebras Definition 2.1 (£y amar) Let L be the language with
is their compositional nature. But it is not the only one,value passinglefined by the following grammar:
another important aspect of the formalism is the definition .
of equivalence relations i.e., strong and weak bisimutatio £ = 0 | X | Alau.P [[N.P[ifbthen P [ P;P |
[22], [23]. These equivalence relations can be used to P+P|recX:P|P\H|P|sP
compare agents (model verification) and to replace ong, :: = i ‘ clx ‘ cle
agent by another which exhibits an equivalent behavior ] .
but has a simpler representation (model simplification). e Usea, to stand for the generalized form of actions
Such notions of equivalence are considered part of th¥/ith value in situation no more specification is needed.
semantics of the language, and therefore their definitioff Un-observable actions which likes then CCS; c7x
is an integral part of its development. for input actlo_n W|th_ valuer on channet; andcle sta_m_js

One important class of equivalence relations in procestor output action with value: on channek. When it is
algebras are bisimulations. Most SPAs [3], [6], [7], [16], "€cessary, we will usg c?z andcle to specify actions
[18] provide bisimulation relations both on action andUnder different situations.
time. They are characterized by the exponential distri- 0 1S @n empty process which cannot perform any
butions, i.e.,\, ¢ and so on. Bisimulations of this kind actlons._ltcan also b? Faken a&STOP” In some Ilteraturg.
is an extension of the classic bisimulations (strong and @-F 1S action prefixing Aftgr executing value passing
weak). However, in practice, even weak bisimulation is2ctiona., the process.,. P’ will behave asP. .
too strict. In real world, under certain situations, we nmigh  [Al-P is prefix delay This term means there is a
be more tolerant in the execution time under bisimulatiorfime delay before the execution of proceBs The time
relations. Based on this, we propose a weak time relS characterized by the stochastic variable A is an
striction bisimulation calledime restricted bisimulation ~ €XPonential distribution parameter, and the mean time of
This bisimulation relationship is more tolerant in time A 18 1/A. We uset = 1/X as the label to stand for the
restrictions when comparing two processes with criteriorM€ triansmon, then we have transition in the form of
of bisimulations. We will prove that thiime restricted  [Al-2 = P.
bisimulation relationship can be preserved over all the ;@ is thesequential compositioof two processes
operators in the language of SPA. and@. After the execution of proceds, the systenmP; @

Another use of equivalence relations is over the stateBehaves as).
within a model. When a set of states are found to P + @ is thechoice compositiomf two processes”
have equivalent behaviors, we can analyze them by thes®d@Q. If processP is selected for execution, then process
relationships to partition the state space and considering is dropped and have no chance for further execution.
only one representative of relation to partition theseestat ~ A is used to expres€ ONST. We useCON ST to
Then, only compare one representative of each partitioBXPress process constants. A constang CONST' is
(model aggregation). This is an important way in statedssigned a process with value by means of a defining
space reduction. equationC' Y a,.C". The defining equationt < a,.4

This paper is organized as follows. Section 2 introducess an example. IntuitivelyA is supposed to be the process
the language of AWN with value passing, including that can execute infinite number of actiewith value,,.
syntax and its meanings. Section 3 introduces generalized recX : P stands forecursive expressioof processes.
Markovian transition systems with value passing whichwith the sequential and choice operators, only finite
can be used as models to express the semantics of thehavior can be described. As for some reactive systems
languageY AWN with value passing. Section 4 shows that generally never terminate, there should be a way to
operational semantics of the languaggd WA with value  describe themrecX : P is selected to stands for it.
passing. Section 5 introduces the axioms of operators the above example;ecX : P behaves a[recX :
in YAWN with value passing. Section 6 shows someP/X], whereP[recX : P/X] is the process term where
equivalence relations of the languaglWWN with value  simultaneously all occurrences &fin P are syntactically
passing, including strong bisimulation, weak bisimulafio replaced byrecX : P.
expansion law and time restricted bisimulations. Section P||s(Q is parallel compositiorof processP and process
7 concludes the paper. Section 8 lists the acknowledge?. Actions in P or ¢ which are not in setS can
ments. be executed independently at the same time without

synchronization. However, actions &f or @) that are in

[I. LANGUAGE OF YAWAN WITH VALUE set.S can only be executed by synchronization.
def

Now, we define the language in the style BUMN Example 2.2 CO”;'fef the processes aP =
with value passing. We first define the deof all process  @uva-bup-Coc.0 aNd Q@ = dyq.bup.€ve.0, We know that
algebra expressions with value passing. An expressioR def P||»@ denotes a process in which bathand@ can
P € L is said to be closed if and only if every processperform the actions,, and d,; independently. What's
variable, sayX, occurring inP occurs within the scope more, actionb,;, can only be proceed in the synchronize
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way. After the synchronizationP and Q can proceed demonstrate the operational semantics for ey
again independently, i.e., they can perform actions,ef with value.
ande,. respectively.

Example 2.3If we consider the process||».S)||» R.

where § % p et Q(Q in Example 2.2), then, all A. Transition Systems with Value

three processes can start independently at the same time.The semantics o) AMN processes is given in terms
However,P, S, and R can only take part in the synchro- of transition systems. So, in order to introduce the op-
nization overb,;, before they can execute their respectiveerational semantics of the language, we introduce the
last action. generalized Markovian transition systems.

P\ H is hiding operator. The purpose of this operator Definition 3.1 A generalized Markovian transition sys-

is to mark the scope of actions which should nevetem with value GMTSy) is a tuple(S, Ay, T, R), where
again take part in synchronization. To do this, a special

action is introduced, which is often denoted ar i:
the internal action. Reconsider Example 2.3, we can see . .
that processk could be inhibited from participating in : ;gTSj ﬁ‘b?f@}ls a set of labeled transitions;
the synchronization oveb,;, that P and S are already ’
involved in. The effect of the hiding operator is that all  Typical elements ofS are s,s',s",s1,52,---, and
actions inH are hidden away: they are no longer visible typical elements off" are¢,t',t", 11,5, - -- . Transitions
from outside. Then, a process which is synchronized bi,abeled witht are meant to be exponentially distributed
P and$ can be executed, an proceeds independently time delays. The functiorR specifies the rates of the
from both can be expressed &8|[,S) \ {b}||(p) R- distributions. A GMTS is said to beroperly tlmeq if

if b then P is the one-armed conditidhb then _inthe ~ Whenevert € T with ¢ = (s,a,s’) anda € Act (i.e.,
language. With the help of, the conventional two-armed Va,a # t), thenR(t) = oc. Hence, all internal or visible

e S is a set of states;
o« Ay is a set of labels with value;

if b then _ else _ expression can be defined by actions are considered to have no durations, which is
expressed by assigning them infinite rates.
if b then P else @ = if b then P +if = then Q Definition 3.2 We define aGMTS with value passing
In what follows, we will use theif b then _else . @S (5, Av,T,R) together with a state € S (starting
construction freely without further comments. state) a generalized Markovian process (GMP). We denote

We assume that the operators have the following precé GMP by a five-tuplg S, Ay, T, R, s) where Ay is the
dence: prefix> recursion> hiding > choice > parallel ~label of transition with value.
composition, i.e., prefix has precedence over recursion,
recursion over hiding, etc. Parentheses can be used to cjt- . .
cumvent these rules. If we have more than two processes Operational semantics
combined (i.e., for example, iR+ Q+ R or P||sQ||s' R Based on the language discussed in the previous section
for P,Q, R € Ly awx) then we assume a left-associativeand the informal explanation of the syntax, we know
evaluation orderP + @ + R and P||sQ)||s- R are assume that our language can describe the behavior of systems
to be equal td P+ Q)+ R and(P||sQ)||s/ R respectively. with stochastic actions with value passing. Through the
These rules determine a unique evaluation order, whicMarkovian Transition System (MTS), we know that it is
later will become especially important for the applicationconvenient to express the semantics of the behavior of
of SOS rules. such systems. Now, it is ready for us to give out the
Please note that th&’ AMN language comes with formalize rules of the languag€y 4y With operators
bells and whistles: we allow to define recursion by meanglescribed in the previous section in table I11-B.
of process constants, and bycX operators with process  Rule (1) expresses the action prefix. Process ter®
variables. The only reason for this is to have a morexecutes action, first, then behave ag.
convenient syntax fo)) AWN. Rule (2) expresses the delay prefix. Process fein®
Frequently, we have to compare elements of thejelays timet and then executes d3. As we restrict the
YAWN language with value passing syntactically. Fordistribution of A as exponential distribution, it is clear that
two terms P, Q € Lyawy, we defineP = Q if and  the mean time of the delayis 1/\.
only if P and @ are syntactically equal for the value Ryle (3a) and (3c) express the choice composition

assignment for all executing actions with value passingyetween two processes with actions influenced by the
of the same equivalent class leading to the result also f,,vironment.

the same equivalent class. Rule (3b) and (3d) express the choice of two delays.

Processed” and Q have delays characterized lpyand
I1l. OPERATIONAL SEMANTICS v respectively. We do not compare and v, and we
In classic process algebras, Labeled Transition Systefnow that only if the delay reachddy, and the process
(LTS) is used to demonstrate the operational semantics d? will continue its execution. Similar, when the delay
the language. In this section, we will give out the defi-reached /v, process) will continue, we will have further
nition of transition systems with value passing that will explanations later by example.
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@ —_— ) — t=1/A
ay.P — P Al.P = P
v (1] [v]
p 2 pr P p L 1
(33) — (3b) t=-—
P+Q % P P+Q% P "
ay (1] V]
Q- Q P—P,Q—Q 1
(3c) —~ = (3d) t=-—
P—‘,—Qﬂ)Q’ P_)'_Qi)Ql v
a f [A] f [A] , ay ’
(3e) P—=P,Q—Q 3 P— P, Q—=Q
P+Q 2 pr P+Q 2
a) p s pr 45 ) pYop g o 1
ay av =
PllsQ = P'||sQ PllsQ = P'||sQ v
(4c) Q¢ ¢S  (4d) PP QY T
i Go. o =
PllsQ % P||sQ’ P||sQ % P||sQ’ #
ay ay [v] (1]
P—%P,Q—-Q P—P,Q—Q
(4e) L9 g es @ L )
Pl|sQ — P'||s@Q PllsQ = P||sQ
P pr, g P prg s
(49) al} ay € S (4h) a7v ay & S
PllsQ = P'||sQ PllsQ — P||sQ’
Ay / [A] 7 [A] / ay ’
(i) PP, Q—Q aveS,) @) P— P, Q—=Q cst 1
1 Ay » U= 7T
PllsQ & PllsQ’  t=x PllsQ 5 P'||sQ A
ay (7]
pP— P P — P 1
5a) —————— ay¢&H (5b) ———— t=7
P\H 2% P\ H P\HY% P\ H
p Ly pr p i, proproy propr I (o)
(5¢) ———— a€H (5d) ’ ’ ’
P\H2 P\ H P pm t=S+7
(62) P{recX : P/X} 2% P’ (6b) P{recX : P/X} DL pr e 1
recX : P 2 pr recX : P Y pr A
av. o B, o
G T aYr @) S 4 pe- g
A — P’ AL pr A
TABLE I.

OPERATIONAL SEMANTICS OFY AWNy/

Rule (3e) and (3f) express the choice between actiowaiting for the delay at the same time.
and delay proposed by two processes. Under the assump-Rule (4i) and (4j) express how the paralleled processes
tion of maximal executiorwe propose this rule to execute with action (synchronize with other process) and delay
action and left the delay alone. trait their behavior. The system can not execute the
Rule (4a) and (4c) express the execution of parallebynchronization, it just wait for the end of delay if
composition of processes where the executing action iso synchronization available. Then continue its further
not within the scope of synchronization. Under this sit-executions.
uation, the executing process just continues its execution Rule (5a) express how a process with hiding actions
and the other processes just waiting for their turns. executes un-hidden actions, which is intuitive and do not
Rule (4b) and (4d) express how the paralleled processased further explanation.
trait their delays: each process waits for its time to end Rule (5b) express how a process with hiding actions
the delay and continue its further executions. traits delay: it just waits to the end of the delay and then
Rule (4g) and (4h) express how the paralleled processe®ntinues its executions.
with action (no synchronization with others) and delay Rule (5¢) express how a process dealing with hiding
trait their behavior. The system executes the action, whilactions. It just executes the action, however, the exetutio
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cannot be observed from outside. So, according to theur proof system will be parameterized over data reason-

definition, we name the action as ing of the formb = ¥, with the intuitive meaning that
Rule (5d) tells us the delay of execution of a hidingwhenevem is true then so i%'.

action. There can be a sum of two delays of the hiding Now, we present the axioms of data in the language of

action: beforey, and after v. So, we have the resutt= Ly 4yyn in Table II:

1 + l_ This set of inference rules we put forward in Table Il

K RulI/e (6a) and (6b) express how the recursive termSan be.taken as a natural gener.ahzatlon of pure equatlt_)nal

reasoning. For each construct in our language, there is a

traits their actions and delays. It is rather intuitive base L ) . _
. corresponding introduction rule with a set of axioms.
on explanations of the rules above.

Rule (7a) and (7b) express how a process term assignsln this paper, we introduce value passing into thellan-
to a constantA. They are also intuitive and easy to guage ofLy 4,y We try to focus on the core meaning

understand. of the value passing and not of the kind and quantity of

Some literatures trait action in SPAs with durationthT'Evaluel' 41Th wo testi ¢ ded
in the form of ([A].a,), which is rather intuitive in the xample 4. ere are wo 1esting systems guarde

understanding of the execution. We separate them iRy scores. When the score is gr"eater thanthe sys'Fem
our language of AWA', as actiona, which do not s1 would respond messag®ASS”. For systems2 with

have durations, and deld¥] which characterize the time the same value, it shows COlOGREEN" as a respond.

between two actions. There is no difference in the essen(%Oth the systems obey the same rules, and output results
with different kinds of values, and this is very popular in

of the two kinds of expressions. The latter form is more . ¢ in th | Id. We treat th |

flexible and compact, so we adapt it here. scoring systems In the real world. We treat them as equa
in our language for they obey the same rules which can
be described as

IV. AXioMs
In this section, we propose the axioms of operators b [= rulesi = ruless = if score > 60 then true
in the SPA language with value passing. It is based on dth Itis al f th el that b
the study of operational semantics and the equivalencegsn € result 1s also ot the same equal class that can be

relations as strong bisimulation and weak bisimulation. escribed as
y u trues; = PASS
A. Value trueso = GREEN

yﬁ;vﬁ?tsvitﬂazaﬁjl lmapsc;ritr«]’:mt ;?(Iiirr:gﬂtzh;iolﬁn?;agsﬁcﬂf We omit the input action in the design of the systems
P 9. designed above. Systeml and s2 are simple, they

process operators must involve dealing with data domain(ian deal with value satisfying conditioif S
However, it turns out that, we can factor out data rea- 9 seore =

sonina from process reasoning by emolovzanditional 60 then true. These systems ignore otherore and
9 P g by employomn respond nothing according to the conditian
equationg10] of the form

b>P = . .
@ B. Sequential Composition

whereP_ and () are process te”‘?? aridis a boolean . Essentially, axioms of prefix and sequential compo-
expression representing the condition on the data doma

d hich? and LA le of ¢ tion are of the same class. They are all sequential
under whichP andQ are equal. An example of a proo operators, and they obey rules (1) and (2).

rule is:
VAP =Q, VAN-b>0=0Q (S1) pPO=P
b > if bthen P=Q (52) P0.Q=P
It captures the intuitive meaning of the conditional con- (S3) (P.Q).R=P.(Q.R)
struct: if b then P behaves likeP whenb is true, and Axioms of Sequential Compositiany

like 0 otherwise. In this rule, all we need to know about is
constructf _then _ when manipulating syntactical terms. A process willSTOP when it encounters with. So, the
From a “goal-directed” point of view, it moves the parts execution of process will stop at the point @fand left
involving data(b) from the process terrfif b then P) to  the other actions aside. Thus, we know tisdt and 52
the conditional guard part. Such conditions can be usedre right. As toS3, it is rather intuitive to understand, for
to discharge constructs involving data when some othelhe parenthesis do not influence the execution sequences
inference rules are applied. of PQ.R.

Reasoning aboufy AWN with value passing will
inevitably involve the reasoning about data. However, , .
instead of inventing rules for all possible data domains,c' Choice Composition
we would like to factor out reasoning about data from In this section, we present the axioms of choice com-
reasoning about processes as much as possible. Theref@@sition. They are based on the rules 3), (3b), (3¢),
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(D1)  « — Conversion e & fu(t)
(D2) Premise Traesp=g T =@
(B3)  Input b P=Q

b c?x.P =c?2.QQ

bEe=¢€, b>P=Q
b cle.P = cle’.Q

(D4)  Output

b>P=Q

(D5)  Choice _
b>P+R=Q+R

b‘:bl\/bz, bhi>P=Q, bo>P=Q

(D6)  Partition
b>P=Q

VAb>P=Q, YA-b>0=Q
b > ifbthen P=Q

(D7)  Condition

(O7) Parallel _ b P=Q
b PllsR=Ql|sR
(D8)  Hiding b P=Q
b>P\H=Q\H

TABLE II.

AXIOMS OF VALUE UNDER CONDITION Ap

and 8d). (5d).

(I1) aiP =a.P

(12) P+iP=iP

(I3) a.(P+1Q)+1.Q =a.(P+iQ)
Axioms of Internal Action;

(C1) a.P+5.Q=080Q+aP

(C2) a.P+[N.Q =a.P

(C3) [P+ [v].P=1/(n+v).P

(C4) PH+Q+R)=(P+Q)+R

(C5) P+0=P The axioms of internal actions are designed for the

Axioms of Choice Compositiontc observable equivalences. When the system is executing
an internal action, the action being executed cannot be

) ) N _ ~ observed from outside. This is what means./2 and/3

The axioms of choice composition deal with actionsare rather intuitive: as we cannot tell if there are internal

and delays separately.1 shows that the exchange of actions being executed, we assume there iaternal
position in choice composition does not affect the exeexecutions in system runs.

cution. C1 left the choice for the outside environment.

C2 shows that the execution policy ofaximalprocesses

during the execution of choice composition: the systenE. Parallel Composition

does not wait if there is an action ready for executiof. We present axioms of parallel composition here. They
shows that when there is a choice between two identical o pased on the rules ofd), (4b), (4c), (4d), (4¢), and
processes with different (exponential) delays, the systerp4 7).

would delay as the sum of the two stochastic variables.

C4 shows that the choice composition among processes (P1) P|lsO=P

with parenthesis does not affect the executing policy of _

choices.C'5 shows that the system would seldetunder (P2) Plis@ = @QlisP

the situation ofP + 0, which means the system can do P3) (PllsQ)llrR = Plls(QllrR)

nothing butP. This is intuitive, for0 meansSTOP of Axioms of Parallel Compositiont p

the execution. IfP + 0 = 0 means the system is out of ]

control, andSTOPs at wrong point. Axiom P1 means the same &% ( P+0 = P ): when

a processP is paralleled with an empty process, it just
executes a$. P2 shows that the execution of paralleled
processes do not care about the position under parallel
D. Internal Actioni composition. That is, communication under parallel com-
position is preservedP3 shows that the parenthesis of
We present axioms dhternal action (i.e.,7 in classic  paralleled processes do not affect the execution when it
process algebra). They are based on the rule§@fand is paralleled with other processes.
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F. Hiding Operation an experiment that interacts with an interactive process in
We present axioms of hiding operation here. They ar@rder to determine_its behavior [8],_[9]. We consider so
based on the rules ob¢), (5b), (5¢), and 6d). caII_ed “strong” equ_lvalence, where internal and ext_ernal
actions are treated in the same way. Afterward, we discuss
(H1) P\L=P if Act(P) ¢ L “weak” equivalence, which aims to abstract away internal
(H2) P\K\L=P\ (KUL) state/action as much as possible.N
. In this section, we defin@ AMN processes to be
(H3) (Plls@\ L = Pllsur@ equivalent (and substitutive) and their requirementsc&in
(H4) (P+Q\L=P\L+Q\L GMP are very similar to IMC transition systems, we adopt

Axioms of Hiding Operatiom i the definitions from [14].
The congruences we are going to define are strong

Hiding operator is useful in the software engineer- . L . .
. . Markovian bisimulation and weak Markovian congruence.
ing. We can take single programs as processes, and the

composition of all associated programs so as to form _ . _
a system which can complete designed functions. Thé. Strong Markovian Bisimulation

program/process with certain sub-functions usually with  To define strong Markovian bisimulation, we first need
input, output, and some other kind of control. When theya function~,, that sums up all rates from transitions that
are compiled into one system (sometime one executiVetart in a single state and end in some state in a 6t

file), most of the programs’ input, output, and control are  pefinition 5.1 (y,/) Let (S, Ay, T, R) be a GMTS and
transformed into internal communications which cannotor s ¢ § andC C S, let

be observed outside.

H1 means proces® with hiding action setZ which T = {tlt € {s} x {t} x C}.
contains no action during the executionffso the hiding
operator cannot affects th®. H2 means the function
of composition of more than one sets of hiding actions Sx25 SR
into one hiding action settd3 means that hiding set in .
parallel composition can be added to the synchronization M (€)= Z ()
set. In this rule, the hiding action set is the set that preces
P and Q will synchronized.H4 means that the hiding  Example 5.2Consider a GMTS with states s, sz,
operator can distribute through the choice composition 083, s4, s5 and states sets @y = {s1, 52,51} andCy =

Then the functiony,, is defined as

teTS,

processes. {s3,s5}. In Fig.1 (a), we see transitions going fronto
s; fori =1,--- 5. Then, after the cumulative rate of (a),
we get

G. Recursive Operation
We present axioms of recursive operator here, which ~ Va(s,C1) =2A +v andya (s, C2) = p + k.
are based on the rules d§d), (6b), (7a), and (b). which is (b)

R1) rec(X : P) = P{recX : P/X} Definition 5.3 An equivalence relatio® C Ly 4y X
Ly awn is astrong Markovian bisimulatiort is a family

(

(R2) Lf P=E{P/X} then P = recX : E/X of symmetric relation®R = {R® | b € BExp} which

(R3)  recX: (X =X+ P)=recX:P satisfies: if and only ifPR*Q implies for alla € Acty

(R4) recX : (X =1X+P)=recX : (i.P) and all equivalence class€s of R:

(R5)  recX: (X =1L(X+P)+Q= 1) If P 2% P’ with bu(a) N folb,P,Q) = 0,
recX : (i.X+P+Q) then there is ab A by-partiion B with
Axioms of Recursive operatot; fo(B) € fu(b, P,Q) such that for eacht’ ¢ B

there existby, o’ and v’ with b’ |= by, a =¥ o/,
R1 is rather intuitive, the unwind ofrec(X : P) 0 bz,a’ Q" and P'R*Q)'":

is the substitution of variableX with P such form
the recursive expression?2 shows how to define the 5y 1t p & then~u (P.C) = ~1r (O.C
recursive expressiom?3, R4, and R5 are rather intuitive ) 7 (P, C) = 7u(Q, C).

based on the understanding of the rules. bu(a) is the variable through which the value can be

carried for execution by action, i.e., bv(c?z) = {z}
andbu(i) = bu(cle) = 0. fv(a) is the value which can
be used by actiom during its execution.

From the very beginning, an essential part of pro- Two processe® and( are strongly bisimilarP ~ Q)
cess algebra theory has been devoted to the develojf-they are contained istrong bisimulation
ment of equivalence notions. The starting point of all This definition amalgamates strong bisimilarity for
process algebraic equivalences is the observation thatochastic processes with value passing during their ex-
different processes may exhibit the same behavior. R.&cutions. In order to compare the stochastic timing be-
van Glabbeek has extensively studies different notions dfavior, the cumulative rate functiom,, is used. What's

V. EQUIVALENT RELATIONS
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ptk

(a) (b)

Figure 1. lllustration of Example 5.2

ps3,Logg

S3
\f“ true T~
. 14 ,Msgok
w1,Reads, g w2, Identifyg, g ~3 16, Done

So 1 2 S5 ———= 5S¢

\ 7
15 :MSGagain
—true g _—

1244

Figure 2. lllustration ofSys ¢,

more, maximal progress is realized because the stochastialue passing otard while the Ready, can take value
timing behavior is irrelevant for unstable expressions. passing offingerprint They belong to different kinds of
Example 5.4We assume that under certain situation,data, however, they identify the same person and achieve
people have to register themselves either with a carthe same goal as well.
or with their fingerprint to identify their identity so as  Check executing actions, it is clear that
to get their permissions. There are two register systemSys;, ~ Sys..q. What's more, from the point of
available, one system is equipped with a fingerprint readevalue passing under condition afalue(Ready,)/bs,
(short for Sysy,), and the other is equipped with a card and value(Read.rq)/bera, We know that the core
reader (short forSys..4). The systemsSysy, can be “value” of them are equalwalue(Readsy)/bs, =
specified as: value(Readerq) /berd-
And the formalized description of th&ys ), is:

[H()]-Syslfp = ([m]-Readyp). Syslfp , B. Expansion Law
Sys’y = ddenti Lo Sys
Sy we ((t[u2] (Ayfp)”([ Hal-Logrn))-Syspy The following law expresses the most basic principle
ysgp = ((true).([na]- Msgo) + y of the operational semantics of process algebras. It states
(—true).([us]-MSQ 4 4in))-SYST, that for each parallel composition of “sums” of processes
Sys', = ([ue]-Done).[u7].Sysyp P (where the choice operator takes the role of the sum

here) there exists a proces$ such thatP ~ P’ and P’
is the “sum” of parallel compositions. This means that
parallelism is not represented explicitly, but encoded by

The systemsSys..q can be specified in Figure 1.
And the formalized description of th&ys.,q iS:

[W0].Sysera = ([n1].Readera).SYsi,.q the choice operator.
Sys.., = (([Vz]-fdentlfycrd)l|([1/3]LOgmz))SySZ,.(ie?eﬂmtlon 5.5 (Expansion Law)
Syserg = ((true).([va].Msgp g5) +
P = |.P + ,
(ﬁtrue)'([yii]'MSgWrongCard))'SyS/cl{”d Z Z 7 pj
Sysi, = ([vs].Done).[v7].Syscra and
From the Fig.2 and Fig.3, it is intuitive theffys..q ~ B
Syserq during their execution whemw; = v; for i = Q= Z[“k]'Q’“ +Z(bl’ql)'
0,1,...,7.

This example also show us that the data of the same agvhere 4,5, k,I range over the respective index sets
tion can be different in systems which in the equivalence, J, K, L, b; and b; stands for the condition of value
relation of strong bisimulation, i.e.Read..q can take under which the actiorp; and ¢; can perform their
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v1,Readerq

va,ldentify 4

771

v3,L00¢q

v4,Msgppss
vg,Done

So St

Figure 3.

executions. LetS C Act. Then

Plls@  ~ zI:[)\i]-Pﬁer:(bwm)-Pﬂr
;[Nk]-Qk + zL:(bz, a)-Qr +
A;S (bj, p;)-(Pjlls Q1)

where A= {(b.p)li € 7). B {(rall € L)

Example 5.6Revisit Example 5.3, we assume that

P = (true).([va].MsQp4gs) +

(_‘true) : ( [V5] : MSg W7'ongCa7-d))

and

Q = (true).([va].Msgpy) +

(ﬁtrue)'([l/ﬂ 'MSgAgain))

as time delays characterized hy, u5, v4 andvs have no
influences with boolean expressitnue and —true. We
can exchange the position betweedelaysand boolean
expressionsby shortentrue to b, and b;, Msgp 4q¢
to Mp, MSQy,ongcara 10 Mw, Msgy to Mo and
MSQ 4 4in t0 Ma. Then, we have

P = [v4].(by, Mp) + [v5].(mbp, Mw)
and

Q= [,U4

as there is no action faP and @ to synchronize, then it
can be expanded as

J.(bg, Mo) + [p5]-(=bg; Ma)

PllpQ = ([va]-(bp, Mp) + [v5].(=bp, Mw))llo
([1a]-(bg, Mo) + [p5].(—bg, Ma))
~ (4] (bp, Mp) + [v5].(=by, Mw) +
[14]. (banO) [115].(=bg, M a)

We know thatyy, vs, pg and us are variables of ex-

s, >sg_>sg

v5,MS9wrong Card

vt

lllustration ofSys..q

C. Weak Markovian Congruence

The weak Markovian congruence abstracts away inter-
nal actions. To treat internal transitions properly, wechee
the following definition.

Definition 5.7 (Weak Markovian Bisimulation) An
equivalence relatiom? with R = Ly awn X Lyawn
is called weak Markovian bisimulation is a family of
symmetric relationR = {R" | b € BEzp}, and satisfies:
iff PR’Q implies for alla € Act and all equivalence
classes” of RY:

b1,a,

1) If P —= P" with bv(a) N fu(b,P,Q) = 0
then there is ab A bp-partition B with
fv(B) C fu(b, P,Q) such that for eaclh/ € B

there existby, o' and v’ with b’ |= bs, a b

Q b2t Q" and such that

e If a = c¢?x then there is &’-partition B’ such
that for eachh’” € B there areb, and Q" with
b by, Q25 @ and PIRY Q"

. otherwiseP’RY ('.

2) P = P and P’ % imply v (p, C*) = ya(q, CF)

P andq@ are calledveakly Markovian bisimulatiorquiv-
alent(P =~ Q) if there is a weak Markovian bisimulation
R such thatP RQ).

Example 5.8 Revisit Example 5.3, we can abstract
away some internal actions to form a system as which can
be observed by the outside observers. First we simplify
Sysp in Figure 4.

Based on Definition 5.7, we know that systefps ¢,
and Sys..q in the relation of weakly Markovian bisimu-
lation in Fig.4 iff they satisfy; = v; for i =1,2,3, 4.

In [14], Hermanns proved that is a congruence for
all IMC operators (and hence also ftAMN) except
choice operator. The reasons for this are well known due
to Milner [23], and the deficiency is fixed with the follow

ponential distributions, by the “memoryless” property of definition:
Markovian process, at any time point, the time passed can- Definition 5.9 (Weak Markovian Congruence)P and

not influence them. So it is reasonable fief].(b,, Mp)+
[v5].(=bp, M) + [p14]-(bg; Mo) +[p5]-(—bg, M 4) to sim-
ulate the execution oP||yQ.

© 2011 ACADEMY PUBLISHER

Q are said to beveakly Markovian congruerff® ~ Q) is
a family of symmetric relation® = {R® | b € BExp},
if and only if for all a € Act, all C € YAMN ] =:
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[¥5],MSQpass
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[V:; ] ’ MsQWmng Card

’
vil,Readcr,
5 S

[v4],Done

Syscrd

Figure 4. lllustration of simplifiedSys ¢, and Sysc,q

b1,a,

1) If P ——= P" with bv(a) N fo(b, P,Q) = 0,
then there is & A by-partition B with fv(B) C
fu(b, P,Q) such that for each’ € B there exist

by, a’ andu’ with ¥ = bs, a =Y o, Q LN Q"
and such that
o If a = c?z then there is &'-partition B’ such
that for eachh” € B there areb, and Q" with
b’ ': b/2, Q/ E Q// and P/Rb”Q//;
. otherwiseP’RY ('

2) P stable= vy (P,C) = ym(Q, O);

3) P stable< @ stable.

We useP = () to stands for the weak Markovian
congruence.

Lemma 5.10If P, @, andR are processes, adt = @,
then:

1) a.P = a.Q, and[\].P = [A\.Q;

2) P+R¥Q+R,andR+P =R+ Q;

3) Pl[sR=Q|[sR, andR|[sP = R||sQ;

4) recX : P =recX : Q.

Proof: All the proofs are alike, and we prove the
parallel composition as representation of them.

We all know that the weak bisimulation of CCS [10],
[22], which only restrict the bisimulation with pure action
and states during the execution. In the definition above,
we add another restriction based on the exponential dis-
tribution. The restricted exponential distribution can be
used to calculate the mean time of the delay or duration
of executions.

=: FromP = Q to P||sR = Q||sR, there are several
action types available, and we will discuss them one by
one:

« For actiona € S, thena € Act(P) anda € Act(Q)

are changed into internal actidnand we know that
(P||sR = Q||sR) \ a is still P||sR = Q||sR for
a €S,

. Forac Act(R), R~ R andR 2% R/, it is easy

to know thatP||sR' = Q||sR/;

» For actiona ¢ S U Act(R):

— For input action, asi?z.P’ = i.a?z.i.Q" and
P’ = @', we know thaty(P, P’) = v(Q,Q’),
though there are internal actida duration the

~

— For output action, agle.P’ = i.cle’.i.QQ" and
P’ =~ @', we know thaty(P, P’) = v(Q,Q"),
though there are internal actida duration the
execution of@, there is no difference between
the execution ofle in P andcle’ in @, then,
we know thatP||sR = Q||sR;

— For internal actioni, it could not be observed
from outside, and there is no changeffjs R =

Q||sR, and of course it equals with itself.

«<: We know thatP||sR = Q||sR, and there are
several kinds of actions during their execution. We also
figure them out one by one:

« For actiona € Act(R) andR 2% R, the situation

have nothing to do withP? = Q;

e For actiona € S, it is an internal actioni, and

P||sR = Q||sR evolves intoP'||sR' = Q'||sR,
as we know thatP, P’) € C and(Q,Q’) € C, and
there is no way to calculate the delay or duration,
S0, it is still unable to know thaP = ) on action
i;
« For actiona ¢ S U Act(R)
— For input action,

~

as a?’z.P'||sR 2
ia?ri.Q'||sR, know that
V(PllsR, P'l|sR) Y(Q||sR,Q'l|sR),
though there are internal actida duration the
execution of@, there is no difference between
the execution ofi?x both in P||sR andQ||s R,
then, get ride ofR, we get thatP = Q);

For output action, as cle.P'|[sR =
i.cle’ i.Q'||sR, we know that
v(P||sR, P'||sR) Y(QllsR, Q'|IsR),
though there are internal actida duration the
execution of@, there is no difference between
the execution ofle in P andcle’ in Q, then,
we know thatP’||sR = Q'||s R, since there is
no change ok, we haveP = Q);

For internal actioni, it could not be observed
from outside, and there is no changeffjs R =
Q||sR, and of course it equals with itself.

Based on the analyze above, we complete the proof.
O
Example 5.11 Revisit Example 5.8. We know that

we

~

execution ofQ, there is no difference between under the condition that; = v; < oo fori = 1,2,3,4,

the execution ofi”x both in P and @, then, we
know thatP||sR = Q||sR;
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systemSys ¢, is in weak congruence withys.,q4 accord-
ing to the definition 5.7.
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D. Time Restricted Markovian Bisimulation fill the design requirements of these two systems, we can

For bisimulation relationships, we think that Examplesresmct the total responding time to no more tIER.

of 5.3 and 5.8 are perfect for it. Even though, it is hardThat i_s, SySte”?S can accomplish its requirements. Thus,
to keep the system in bisimulation relations in real worldV® might specify the systems step by step to spli

systems. We have reason to assume that the subprocdd® 7 (¢ € IN). Then, we might desigiys , (Syscra)

Identifyy, in Syss, does not have the same time as_Llj_Eder condition tha fSthi (v; < tr) fori = %’ 1’.|'|"’7' q
Tdentifyorq In Syse s, because they use different kinds 1€ ime restriction of the two systems can be illustrate

of devices to get their information. So, it is reasonableby Fig.5 wheretr; for ¢ =0,1, ..., 7 are time restrictions

for us to assume that, in Figure 2 does not equal with forUthg ai'ﬂor;_ above tthet_arrow. ified by Fia.5 K
vo in Figure 3. From this point of view, it is hard to build th trjg erthe |m§res rlc_flfons sge;n 1€ dy 'i‘ éwef now
even a weak bisimulation ovetys, and Syser. ALoYSep ~ir OYSerd W i = Uri @NAY; % tri TOT

In real world systems, we do not distinguish the two' . 0, 1, "".7 (which means thaty, vi) < C. where
. . ._(C" is a serious of equivalent class). This might loosen
systems if they function well. Then, what makes the dis- T : - .
he definition of strong Markovian bisimulation 5.1 as

tance between bisimulation relations from the real world? L fori—0.1 .7 However this change can meet

The key reason isime, which appears in the definition ## = ¥ 27 = U &y oo £ TIDWEVED ng

of bisimulations both strong and weak in Markovian the needs in practice, and it is more practical and easy to
: control.

relations.

: - - . This definition can also be explained as follows: all
Here, we give out another definition of bisimulation. It e . : .
. ) . : . the systems satisfying their design requirements can be
is built on the opinion oftime restriction¢r. tr means

. . - N . ken |. When n workin
there is a time restriction/limitation for the executlon}r?dz eansdggﬁa all 0? tsgrﬁe?g;fzf)uicgggs\xgll gccor%in
of certain kind of actions. Usually, we uge(P, Q) to P Y, 9

. - . : to the design requirements. That is, one system can
show the time restriction for proced? to involve into ; . "
take the place of another in practice according to the

@ duration a serial action(s). Use formuW design requirements, this can also be taken as a kind of
to describe the mean time of proceBsinvolves into  equivalence in both algebra and practice.

Q during a serial action(s)_ If the execution time is Definition 5.14 (Tlme Restricted Weak Markovian
within the restriction, we call inormal Otherwise, we Bisimulation) An equivalence relation? with R C

call it abnormal If two systems constructed with the Ly.awwn X Lyawy is calledtime restricted weak Marko-
same description of actions, but with different executiorvian bisimulation is a family of symmetric relations
durations, we call them bisimulation if their execution R = {R’ | b € BExp}. It satisfies: iff PR’Q implies
times are all within the restriction. In other words, both offor all a € Act, time restrictiontr and all equivalence

the systems can satisfy the requirements on both actiorfdassesC' of RY

b1,a,

and ontime restrictions 1) If P —= P" with bv(a) N fu(b, P,Q) = 0,
According to the bisimulations equivalences of strong then there is & A by-partition B with fv(B) C
and weak, we give out the definitions of strong and weak fv(b, P,Q) such that for eaclt’ € B there exist
bisimulation equivalences with time restrictions. b, @’ andu’ with b/ = by, a = o/, Q LN Q"

Definition 5.12 (Time Restricted Strong Bisimula- and such that
tion with _Valug) An equ_ivalence relatioi® C _L’yAWNx « If a = ¢?z then there is @'-partition B’ such
Ly awn IS atime restricted strong Markovian bisimula- that for eachy” € B there areb, and Q" with

tion, is a family of symmetric relation® = {R® | b €
BEzp}, and satisfies: ifP R°Q implies for alla € Acts,
time restrictiontr and all equivalence classésof RY:

by’ ): b/2, Q/ g Q// and P/Rb”Q//;
« otherwiseP’R" Q'

DI P P owith bola) 0 fob, Q) = 0, D P PrandPl A imply St < tr(p, )
then there is ab A bi-partiion B with 1 i
fv(B) C fu(b, P,Q) such that for eaclt/ € B and v (g, CY) — tr(p. &%)
there existbe, a’ and v’ with b’ = by, a =t ¢/, P and Q are called time restricted weak Markovian
0 ba,a’ Q" and P'R*Q)'": bisimulation equivalen{ P =~ Q) if there is a weak

Markovian bisimulationk such thatP RQ).

i 1 Example 5.15When we make clear of the Example
2) If P 7 then v (P, C) < #r(RC) and 5.13, it is easy to understand this one. Time restricted
<1 (Q,C). weak Markovian bisimulation tak@put action Ready,
M (Q,C) ~ ’ and Read..q as a special case. It is easy to understand
Two process” and( are strongly bisimilarf ~;. Q)  in Fig.4 of Example 5.8Fingerprint might take different
if they are contained in som&rong bisimulation steps in number to get its information eard reader It is

Example 5.13 Revisit Example 5.3. We know that reasonable to assume thetrd readertakes less steps to
for i = 0,1,...,7, strong bisimulationSyss, ~ Syscrq  getits value tharfingerprint Because it might take more
meansyu; = v;. From the point of practice, we know steps to calculate the value of fingerprint, tingerprint
that this condition is too hard to satisfy. However, to full has more internal actiohthancard reader As we know
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So ——> 56
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Figure 5. lllustration ofSys ¢,

that either Readys, in Sysf, Or Readerq iN Syserq IS are four situations:
restricted by executing time to less than (Fig.5). This

1) mazx(trp,trg) = trp andmaz(trg,trgr) = trg,
satisfies condition 2 in definition 5.14. ) ( ) (trg ) “

then we haverp = trg, i.e., we haveP ~;,. ) as

Checking the execution ofysy, and Sys..q step by needed:
step, we know that they belong to the time restricted weak 2) yq4(trp, trg) = trp andmax(tro, trg) = trg,
Markovian bisimulation. then we haverp > trg andtrg > trg which is
For any different abstract levels of the description of conflict with mazx(trg, trp) = maz(trg, trg). So,

systems, there are different atomic actions. The higher this condition is impossible;

the abstract level, the more abstract atomic actions are 3) maux(trp,trg) = trg andmaz(trg,trr) = trg,

required for that level. Thus, atomic actions of higher then we haverg > trp andtrg > trg, which is

abstract level contain more internal actions. Another way conflict with maz(trg, trp) = maz(trg, trq). So

to turn normal action (observable) into internal action is this condition is impossible;

the composition of compositions into a larger system. 4) maz(trp,trg) = trp andmaz(trg, trg) = trg.

The output of one component is théput of another, We know thatmaz(trp, trg) < trg, this means

thus, at least two normal actions are abstracted away by  that the executing time of and Q are less than

composition. trr. As we know thatir is assumed to be under
Lemma 5.16 Time restricted congruence is a congru- the time restriction of the requirements, so we have

ence with respect to all operators 8f awn- If P, Q P =y Q.

and R are expressions ofy aywar anda € Act, A € R
and X € Var, then

e Py Q impliesa.P =y, a.Q;

o P =y, Q implies [A].P =y, [A.Q;

« P~y QimpliessP+ Ry, Q+ RandR+ P, for i =0,1,...,7. We know that either theime delay

Based on the above analyze, we get the proof done.
O
Based on the assumption tha% < tr; (— < try)

R+Q: before next actlon or thdurationof an action is no more
« P~y Q implies P||sR ~, Q||sR and R||sP ~ur than the design requirements WhICh is a serious of real
R||sQ; numbers. That |s— < tr; < o (— < tr; < oo) for
o Pry QimpliesrerX : Py rexX : Q. i=0,1,...,7.1n oftier words, the variables characterizing
Proof: All the proofs are alike, and we prove the choiceexecuting time in processes cannot be infinite. From the
composition as representation of them. point of Markovian chains, all the chains of this kind is

=: We suggest that the executing time Bfastrp <  stable. This is a bridge to fill the gap between time re-
trp, @ astrg < trg, and R as trp as we know stricted weak Markovian bisimulation and time restricted

that P =~ Q. So, we gettrp = trg, according weak Markovian congruence which will be defined in the
to the definition 5.14. We have the executing time offollowing.
P + @ is max(trp,trg), the executing time ofR + Definition 5.17 (Time Restricted Weak Markovian

Q is max(trgr,trg). Then, we getmax(trg,trp) Congruence) P and( are said to baveakly Markovian
maz(trg,trg). As to the pure actions, it is easy to know congruent(P ~;,. Q) is a family of symmetric relations
that P = Q. Then we have’+ R = Q+R. As the choice R = {R’ | b € BExp}. If and only if Va € Act, time
composition does not distinguish the position under theestrictiontr and allC € YAMN / =,

summation, then we hav® + P = R + . Put the b1,ay ,

executing time of actions and pure action together, we 1 :; ]:] tﬁ| Pab \//\V'Zh bUEtl'zi r; J;U(\/I\)I,itﬁ,Q) B: c
haveP + R ~, Q + R. en there is & /\ by-partitio fo(B) <

, -
<: We suggest that the executing time & + Q fo(b, P,Q) such that for each € B there exist

b2a

is max(trp,trq). The executing time ofR + Q is b2, a’ andu’ with V' |= by, a = o/, Q —— Q"
maz(trg, trg). As we know thatP + R ~;, Q + R, then and such that
we havemax(trg,trp) = max(trg,trg). Now, there o If a = c¢?x then there is &’-partition B’ such
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[tr2],Msg(T) Proof sketch The only difference betwee® ~, Q

/\ and P 2, @ lies in the definitions of 5.14 and 5.17. It

So [tr1], Read S, S: is based on whether thg Markovian chain is_stable or not.

~[trs]:Msg(F)_~ Based on the assumption that the mean timalefys

\/ and executinglurationsare no more than time restriction

tr andtr < oo, we know that all actions in Markovian

[tra],Done chains can full fill their time restrictions. They terminate
Figure 6. lllustration of simplifiedSysz, within time limitations (i.e., no more tharnr). Both

time restricted Markovian bisimulaticandtime restricted
Markovian congruencare based on the assumption that
that for eachb” € B there arel, and@” with  executing time is no more than time restriction.

b’ ': b, Q/ i;i Q// and P/Rb”Q//; . - . O
« otherwiseP’'R" ()’ Lemma 5.21Time restricted congruence is a congru-
_ ence with respect to all operators 8f oy If P, Q
2) (PO <tr(P,C), andP is stable; and R are expressions ofy 4yx anda € Act, A € R

3) and X € Var, then
i (Q,0) o P2, Q impliesa.P =, a.Q;
Example 5.18Revisit Example 5.8 and 5.11, we know « P 2. Q implies[\].P &, [A].Q;
that systemSyss, and Sys..q obey the same time re- o P2y, QimpliesP+ R, Q+RandR+ P 2,

<tr(P,C), andQ is stable.

striction which can be illustrated in Fig.6. R+ Q;

Fig.6 illustrates the observable actions and durations « P 2, @ implies P||sR = Q||sR and R||sP =4,
of the execution of systerfiys, and Sysc,q. We know R||sQ;
that systemSys ¢, ~ Syscrq in Example 5.8.5ys¢, ~¢ o P2y, Q impliesrexX : P2y, rexX : Q.
Sys.rq satisfies the conditiomaz(—, —) < tr; for i = Proof: Similar with the proof of Lemma 5.16.
1,2,3, 4. fi Vi -

Example 5.19If we take the Example 5.8, 5.11, 5.15
and 5.18 as the abstract levels of observations. Take _ .
Example 5.3 as a refined level of observation, we can In this paper, we introduced the language)ofVN

build a time restriction on execution between these twdvith value passing which is perfect to describe the
different levels. stochastic phenomena in real world. The supporting

If we want Fig. 1 in Example 5.3 to obey the time model of YAWN is continuous time Markovian chains,
restriction in Fig. 6, it is intuitive for us to know that for which are frequently used in modeling manufacturing
Sys, as Fig.2 with time restriction as Fig.6 satisfy the System, computer networks, communication systems and

VI. CONCLUSION

following conditions: SO on.
11 1 1 1 In analyzing the behaviors of complex systems, i.e.,
maz(—, — + —, vy, — + —) < try; computer networks and operating systems, it is inevitable
Mo fe M7 Ve V7 to deal with value passing (i.e., data of all kinds and forms
maz(p, 1) <t and control based on values). During the analyzing of
mam(i, B + i) < try; actions in processes, we introduced value passing into
Mz V2 V4 the language o AWN with value passing. Thus, there
mam(i, 1 + i) < trs. are several kinds of actions with value passing including
M3 V2 o Vs input, output, internal action, and generalized form.
and for Sys.,q as Fig.3 with time restriction in Fig.6  After we had a general view of the language dealing
satisfies the following conditions: with stochastic processes, we gave out the syntax of
11 1 1 YAWN with its informal descriptions. In order to define
max(—, — + —, v, — + —) < try; the semantics more clearly, we gave out the formal mean-
Vo Vg 44 Vg V7

ing of the languag® AWAN . Then, we introduced gener-

maz(vi,v1) < tri; alized Markovian transition system (short for GMTS) as

max(i, 1 + i) < try; the model ofLy 4w Based on GMTS, we gave out the
Vg V2 operational semantics of the languaged WA with value
max(i, £ + i) < trs. passing. Based on the theory of classic process algebras,
vs 2 Us we showed axioms of the operators in the language of
Based on the above conditions, we know thaty AWM.
Sysfp Zir SYSera aNd Sysgp <y SYSerq. It IS intu- The axioms gave out the basic equivalence relations

itive that =, and ~,,. under the time restricted weak of the basic operators iV AWN with value passing.

Markovian bisimulation and congruence are of the sam@®ne important task for process algebras is to build the

equivalence clas&;,., ~,.) €=. equivalent relationships between processes. We treated
Theorem 5.20P =~ Q < P =4, Q. them in two different ways: one way is to treat both action
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and time (delay or duration) strictly. This policy introduc [13] C. A. R. Hoare, Communicating Sequential Processes,

the equivalent relations as strong Markovian bisimulation
weak Markovian congruence and expansion law.

Another way is to treat action and time with different [15]

policy: treating action strictly while treating time lodge
with a duration (i.e., within time limitations). This means

Prentice Hall International 1985.

14] A Holger Hermanns.Interactive Markov Chains PhD

thesis, Universitat Erlangen- Nirnberg, Germany, 1998.

Holger Hermanns and Michael Rettelbach, Towards a
superset of LOTOS for performance prediction, In Ribaudo
[25], page 77-94, 1996.

that executing time within time limitation can be con- [16] H. Hermanns, M. Rettelbaci§yntax, Semantics, Equiva-

sidered as equal in the comparison of two processes.

This policy produces time restricted strong bisimulation
time restricted weak Markovian bisimulation, and time
restricted weak Markovian congruence.

lences, and Axioms for MTIREn Proc. of PAPM '94, pp.
71-87, Erlangen, 1994

'[17] H. Hermanns, U. Herzog, and J.-P. Kato&rocess al-

gebra for performance evaluatioriTheoretical Computer
Science, 274(1-2):43-87, 2002.

When all the bisimulation relations are defined, wel18] Jane Hillston, A Compositional Approach to Performanc

proved that they can be applied to all the operators insidﬁg]

the language o AMN with value passing.
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