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Abstract—Aiming at the problem of diagnosis difficulty 
caused by too many factors of woodworking machinery 
system, a kind of diagnosing method based on fault 
phenomenon was presented. The research on woodworking 
machinery system fault phenomenon space arrived at 
conclusion that the emergency of each fault phenomenon 
subject to 0-1 distribution. Therefore, phenomenon vector 
corresponding to each fault formed cluster whose 
accumulation point is expectation of vector. After exclusion 
of abnormal vectors, the distance discrimination was used to 
fault diagnosis to establish expert system based on fault 
phenomenon vector. The confirmed result was return back 
to fault database so that the system achieve self-learning of 
real-time diagnosis experiences. Finally, the example on 
wood-wool working equipment proves that the diagnostic 
method has characteristics of good real-time, simple 
operation and high diagnostic accuracy.  
 
Index Terms—woodworking machinery system, distance 
discrimination, fault phenomenon vector, fault diagnosis 
 

I.  INTRODUCTION 

The diagnosis of composite fault occurred in 
woodworking machinery is a difficult challenge at 
present. It is hard to diagnose the composite fault exactly 
and comprehensively due to the diversity and influence of 
faults. The purpose of woodworking machinery fault 
diagnosis is to identify whether the technical state is 
normal and determine the nature and site of faults from 
information related to mechanics running. Its essence is 
to find a mapping from fault phenomenon space to fault 
space. In order to accurately find the relationship to 
maximize extend, many scholars research on increasingly 
complex woodworking machinery system and presented 
many fault diagnosis methods based on the idea of expert 

system. The fault diagnosis of woodworking machinery is 
artificial neural network, grey model [1, 2] and Support 
vector machine (SVM). In back propagation artificial 
neural network (BP-ANN), traditional empirical risk 
minimization (ERM) is used on training data set to 
minimize the error. Support vector machine (SVM) based 
on statistical learning theory is used in many applications 
of machine learning because of its high accuracy and 
good generalization capabilities [3, 4].The expert system 
based on neural network and genetic algorithm has 
disadvantages of slow convergence speed of training of 
network or samples, so it is difficult to complete diagnose 
task that has high real-time requirements [5, 6, 7, 8, 9]. 
Although Levenberg-Marquardt (L-M) algorithm can 
overcome the shortcomings, L-M algorithm is a 
combination of gradient method and Gauss-Newton 
method. With t he aid of the approximate second 
derivative, the L-M algorithm is more efficient than t he 
gradient method. Concerned wit h t he t raining process 
and accuracy, the L-M algorithm is superior to vary 
learning rate BP-ANN and SVM [10, 11]. It greatly 
increased complexity of computation and difficulty of 
design. Fault diagnosis expert system based on fuzzy 
theory can describe system fuzzy state, but the key 
reasoning technology is still at the stage of theoretical 
study and far away from the application. In contrast, it is 
simple to design and realize traditional fault diagnosis 
expert system based on rules. However, expert system 
based on rules has two bottlenecks of rule making and 
knowledge acquisition [12,13]To resolve rule making 
problem with complex strategy solving rule is easy to 
return to complex algorithms as neural network and 
genetic algorithm, the problem becomes complex again. 
Machine learning played good effecting solving problem 
of knowledge acquisition, while the machine learning 
strategy is not universal and is prone to induce 
combination explosion. Through the research on 
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Figure 1.  Fault diagnosis expert system model  

probability distribution of fault phenomenon and 
clustering characteristic of phenomenon group caused by 
faults, the paper applied the idea of distance 
discrimination in diagnose strategy. The diagnosis result 
was feedback to fault database, which provide good 
solution to solving two problems of traditional expert 
system based on rules, so that the complexity of system 
structure and software design difficulty greatly reduced 
and diagnostic efficiency and engineering practicability 
greatly enhanced. Finally, Monte Carlo sampling and 
example of hydraulic excavator proves that the diagnostic 
method has characteristics of good real-time, simple 
operation and high diagnostic accuracy. The specific 
arrangement of the paper is as follows: Section 2 builds 
mathematical model of fault phenomenon vector; Section 
3 determines key techniques of fault phenomenon vector 
distance discrimination method; Section 4 performs 
simulation verification of the method taking wood-wool 
working equipment as example; Section 5 concludes our 
work. 

II.  FAULT MODEL ESTABLISHMENT 

A.  Mathematical Description of Fault Vector 
Phenomenon  

There are many factors led to fault of woodworking 
machinery system, most of which are not major. Under 
the influence of many non-essential factors, the 
phenomenon represented by faults that caused by few 
major factors appeared random. There are following 
facts: a fault may lead to simultaneous multiple 
phenomenons; occurrence of a fault phenomenon may be 
caused by different fault; multiple possible fault 
phenomenon caused by a fault is not certain, but 
statistically law.  

Assume the faults of system are single fault. We can 
know from statistics that there have n types of fault in the 
running history of system S, which forms a fault 
set }1|{ niFF i ≤≤= , where Fi is the i-th type fault. We 
can also know that there are m types of fault phenomenon 
caused by n types fault, the set of which 
is }1|{ miII i ≤≤= . 

Define vector ),,,( 21 mdddD = , }1,0{=∈Bdi ，

)1( mi ≤≤  whose component is a boolean variable to 
represent a fault phenomenon group, which is called as 
fault phenomenon vector. Among them, di=1 says that the 
i-th phenomenon in set i occurs, di=0 says it does not 
occur. As phenomenon caused by a fault constitutes a 
vector, for the fault Fi, the set constituted by all possible 
fault phenomenon vectors is exactly a subspace of m 
dimensional boolean space, which is denoted as Vi. For 
different fault Fi and Fj ( ji ≠ ), the constituted 
subspaces Vi and Vj are not different, but there may be 
common ground. If Vi and Vj are basically same, and the 
spatial distribution of fault phenomenon is probably 
same, the fault Vi and Vj are in a fuzzy set, in other words, 
it is difficult to distinguish the two faults from the 

phenomenon. Each dimension of fault phenomenon is 
subject to 0-1 distribution and respectively has a 
expectation pi, then the fault phenomenon vector has a 
expectationµ . All fault phenomenon vector caused by Fi 
is the vector family around µ  in the space. In other 
words, the fault phenomenon vector caused by each fault 
is a natural clustering whose accumulation point is the 
expectation vector. With the above definition, fault 
diagnosis becomes such a problem: given a fault 

phenomenon vector D , to determine i with a method, so 

that iVD∈ . 

B.  Establishment of Expert System Model 
The whole fault diagnosis system is an expert system. 

The process of wood-wool working equipment fault 
diagnosis is shown in Fig. 1. Consists of three main 
stages flow is as follows: 

(a) Retrieving 
According to the current fault phenomenon and 

symptoms of the wood-wool working equipment, retrieve 
the similar case from a database. If the case is suited to 
the current fault phenomenon of the equipment 
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Figure 2.  Basic structure of a rule-based expert system. 

completely, quote the case directly and make a 
conclusion. 

(b) Modifying 
It takes fault phenomenon vector as input and to reason 

with explained distance discrimination rules and past 
fault data. The reasoning machine issued a diagnostic 
probability order table of diagnosis result according to 
discrimination analysis rules, where the fault with 
maximum probability is the preferred result, and others 
are options by decreasing order of probability. If the case 
is not matched completely, The diagnostic probability 
order table will be available to maintenance personnel for 
reference of further confirm, use the Distance 
determination rule database, parts fault characteristic and 
actions record [16] etc. to Reasoning, adjust, rewrite, 
match and synthesize the case which has been retrieved 
according to the current fault phenomenon of equipment.  

(c) Storing 
Make the corrected case in keeping with the diagnosis 

of the current fault phenomenon, and make a conclusion. 
At the same time, the confirmed result will be fed back to 
fault database for record to prepare for the next diagnostic 
reference. 

The distance discrimination was used to fault diagnosis 
to establish expert system based on fault phenomenon 
vector. The core of fault diagnosis is that it can 
memorize/store the former fault, its environments and the 
process accurately, furthermore, it uses the past diagnosis 
experience, process and methods to complete the current 
diagnosis through analogy and association while 
diagnosing. Therefore, fault diagnosis based on fault 
phenomenon vector is a kind of methods realized through 
analogy [17, 18], and its design mode is to utilize the past 
designed case directly instead of the summary of design 
experience. 

III.  KEY TECHNIQUES 

A.  Rule-Based Diagnostic Expert Systems 
In the rule-based systems, knowledge is represented in 

the form of production rules. A rule describes the action 
that should be taken if a symptom is observed. The 
empirical association between premises and conclusions 
in the knowledge base is their main characteristic. These 
associations describe cause-effect relationships to 
determine logical event chains that were used to represent 
the propagation of complex phenomena. The general 
architecture of these systems includes domain 
independent components such as the rule representation, 
the inference engine and the explanation system. Basic 
structure of a classical rule-based expert system is shown 
in Fig. 2. 

Expert diagnosis experiences suitably formatted 
consists the basis for the classical expert system approach. 
Fault diagnosis requires domain specific knowledge 
formatted in a suitable knowledge representation scheme 
and an appropriate interface for the human-computer 
dialogue. In this system the possible symptoms of faults 
are presented to the user in a screen where the user can 
click the specific symptom in order to start a searching 

process for the cause of the fault. Additional information 
about checking or measurements is used as input that, in 
combination with stored knowledge in the knowledge 
base guide to a conclusion [19, 20, 21, 23]. 

B.  Reasoning Rules Formulation 
The formulation of rules needs to resolve problem of 

fault data table design. Table 1 is the designed fault data 
table of F1, where each line represents a fault 
phenomenon vector. 

Using the above method, we can build fault data table 
for each Fi. Each fault phenomenon obeys standard 0-1 
distribution, the value of which is shown in (1). The 
expectation of each phenomenon is pij, where i represent 
that the phenomenon is caused by the i-th fault; j 

TABLE I.   
DATA TABLE OF F1 

 
Phenomenon 

Number I1 I2 I3 I4 … Im 

F1 

1 1 0 0 1 … 1 

2 1 0 1 0 … 0 

3 0 0 1 1 … 0 

4 1 0 1 0 … 0 

5 1 0 1 1 … 0 

6 1 0 1 0 … 0 

7 1 0 1 1 … 0 

8 0 0 0 1 … 0 

9 1 0 0 0 … 0 

10 1 1 1 0 … 0 

… … … … … … … 

Total 1000 913 11 946 583 … 50 
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represents that this phenomenon is the j-th phenomenon 
in the set; N is the sample data amount of this fault; Iijt 
represents that the t-th fault phenomenon vector of fault i 
is caused by the j-th component.  
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Covariance between different phenomenons is as (3): 
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Where, ),( ivkiuk IIP  is the joint probability of two 
fault phenomenon, which has only four cases as (4): 
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The research on woodworking machinery system fault 
phenomenon space arrived at conclusion that the 
emergency of each fault phenomenon subject to 0-1 
independent and has the same distributions, That denoted 
as Ii1, Ii2 ， . . . , Iin. With finite expected value 

)(*
iji IE=µ  and finite variance )(2

iji ID=σ . 
 Let Sn = Ii1 + Ii2 + … + Iin.  
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We know from the large number law，by chebyshev’s 
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That when the number of sample goes to infinity, the 
expectation limit of samples is equal to that of the overall 
is shown in (5-7) and sample variance is equal to that of 

overall, the covariance of sample is equal to that of 
overall [22].  

As Table 1 shows, the expectation of I1 caused by F1 is 
equal to p11=913/1000 =0.913. Furthermore, the 
expectation fault phenomenon vector of fault Fi is *

iµ , 
which is the accumulation point according to probability 
distribution in the space of all fault phenomenon caused 
by Fi. The discrimination analysis idea indicates that 
when perform distance discrimination of all *

iµ  and fault 
phenomenon vector to be diagnosed, then the fault 
phenomenon vector is possible belong to the x-th space. 
That is the probability that it caused by the x-th is the 
largest. In this way, the order result from little to large 
will led to sort of diagnose probability descending. The 
distance here can be Euclidean distance as (8), or be 
Mahalanobis distance as (9): 

∑
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Where, ∑−1

i
 is the inverse matrix of covariance 

matrix. 
The Euclidean distance is intuitive, while the 

Mahalanobis distance needs to compare and discriminate 
the standard overall phenomenon caused by each fault, so 
to as reflect reality. In the practical application, 
Mahalanobis distance needs to know the inverse matrix 
of covariance matrix among all phenomenon, which 
involve inverse operation, so it ie relatively complex. 

C.  Design of Learning Strategy 
When the system is built, we should summarize expert 

diagnosis experience and input. The automatic learning in 
system running process can add conformed fault 
phenomenon vector into fault database. The sort 
according to probability from large to little will cause 
misdiagnosis, which means it may be wrong to take the 
fault at the most front as diagnosis result. The 
discrimination may cause mistakes, which is the fact that 
can not mastered by people. If the empirical data is very 
rich, the possibility of misdiagnosis will be very small. 
As to mistakes, the system will be the second diagnosis, 
which is ranked second in the probability of failure as a 
diagnostic output, and so on. 

The storage form affects the problem solving 
efficiency, whereas regulation and evaluation affect the 
problem solving accuracy. The matching degree of the 
fault and fault phenomenon can be expressed as (10): 

∑
=

−−=′
n

i
iiis nYXWccD

1

2 /)(1),(                (10) 

Where sD  is the matching degree of fault c and fault 

phenomenon c′ ; iW  is the weight of characteristic 

parameter i; n is the number of all symptoms; iX  and 
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iY  are respectively the initial character or the conclusion 

credibility of fault c and fault phenomenon c′ . 
If 1=sD , it indicates that the fault and fault 

phenomenon are most suited, namely matched completely; 
if 0=sD  , the fault and fault phenomenon are 
completely different [19]. 

Experience data is not all valid. According to expert 
experience, the fault phenomenon vector that is obviously 
not corresponding to fault phenomenon correspond to a 
fault, which is identified as abnormal. The abnormal 
should not be discarded directly, but added into database 
after marking. The reason is that if the abnormal after a 
major problem in direct disposal will cause the system to 
continue to drop later, the system will be committing a 
serious error. When conducting distance discrimination, 
these abnormal data should be excluded to avoid affect of 
small probability abnormal on discrimination analysis. If 
this abnormal occurs frequently afterwards, the frequency 
of abnormal will naturally large. According to the 
abnormal determination formula (11), it will not still in 
the scope of abnormal.  

m
i

D
D

D
)1,,1,1(%, *

*

*

=≥
−

α
µ

                            (11) 
Where, α  is the abnormal discrimination index that 

can be controlled. 

D.  Diagnose Algorithm Design  
Diagnosis algorithm flow is as follows: 
Step 1: Input fault phenomenon to be diagnosed 

),,,( 21 nx dddD = . 
Step 2: For all fault Fi, ni ,,2,1= . 
(a) Compute expectation vector iµ  of Fi with (1); 
(b) As to all fault phenomenon vector of Fi, to conduct 

abnormal discrimination with (11); 
(c)Using all abnormal vectors, re-compute expectation 

*
iµ  of Fi. 

Step 3: As far as to be diagnosed vector Dx, compute 
European (or Mahalanobis) distance Disi of each fault 
with (8) or (9). 

Step 4: Order Disi from small to large to obtain 

diagnose probability order table
nk

i

i
P

k

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
/ . 

Step 5: The maintenance personnel confirm faults 
according to probability from small to large.  

Step 6: The confirm result is fed back to fault data 
table. 

The diagnose probability order table 
nk

i

i
P

k

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
/  means 

the probability
ki

P
/

  of fault whose number is ki sorted in 
the k-th position of the table. As to the diagnosis result, if 
it is caused by the i1-th fault, it indicates that the first 

diagnosis is successful. If it is caused by the i2-th fault, 
then the first diagnosis is failure and second diagnosis is 
successful. And so on. 

IV.  MODEL SIMULATION  

A.  Simulation Algorithm Design 
The simulation algorithm is based on the above 

diagnosis algorithm. The standard to measure its 
efficiency is diagnostic success rate DFRk of the k-th 

diagnosis and accumulative success rate kDFR , the 
definition of which is shown in (12) and (13). 

MnDFR kk /=                                (12) 
Where, nk is the frequency of vector to be diagnosed 

after k times diagnosis; M is the total time of diagnosis.  

MnDFR
k

i
ik ∑

=

=
1                                (13) 

Where, kDFR  is the percentage that fault be 
diagnosed after k times of diagnosis. Obviously, k=1 is 
the fault detection rate. k=2 is the probability that isolate 
fault to two elements, and so on.  

The simulation algorithm is as follows: 
Step 1: As to all faults ni ,,2,1= , use Monte Carlo 

method to sample according to fault phenomenon vector. 
Each fault generates N groups of sample data. 

Step 2: Extract a fault x using random method and then 
extract a fault phenomenon vector Dx.  

Step 3: To diagnose with diagnosis algorithm and 

present probability order table
nk

i

i
P

k

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
/ . 

Step 4: Repeat Step 2 and Step 3 M times. 
Step 5: For nk ,,2,1= , statistical nk. Compute DFRk 

and kDFR , then output.  

B.  Simulation Result Analysis 
As to MQ3130-type wood-wool working equipment 

system, there are total 7 typical faults: rolling bearing 
fault、eccentric disk fault、the gear and rack fault、tool 
change Spindle fault、crank-connecting rod mechanical 
fault、work piece installation fault  and  feed drive 
structures fault. That denoted as 721 ,,, III . The 
distribution parameter of system fault and corresponding 
phenomenon is shown in Table 2. 

Design fault database with the method of Table 2 and 
conduct simulation, where the distance discrimination use 
Euclidean distance. M=1000, N=1000. The abnormal 
discrimination index 30=α . Each fault samples to 
generate 1000 vectors and extract 1000 samples for 
simulation. The output result is shown in Table 3 and 
Table 4. 
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Results of Table 3 show that the number of abnormal 
of each fault is little, which is consistent with actual 
situation. In Table 4, one time fault detection rate is as 
high as 0.852. The three times accumulative diagnosis 

success rate is up to 0.979 when k=3, which means the 
probability that isolate fault to three elements can up to 
0.979. The reason is vector distribution parameters of F4 
and F5 is very close. From the above definition we can 
know that these three faults can be regarded as a fuzzy 
group. At the moment, we can regard them as a fault, so 
one time fault detection rate is up to 0.979. The data 

result analysis indicates that this kind of diagnosis 
method based fault phenomenon vector discrimination is 
effective. 

V.  CONCLUSION  

The paper presented a kind of woodworking machinery 
system diagnosis method based on fault phenomenon 
vector discrimination analysis. Starting from the 
clustering characteristics of fault phenomenon vector, 
conduct reasoning rule design based on the idea of 
discrimination analysis idea. The expert system model 
was built using determination and exclusion of abnormal. 
Finally, simulation illustration of MQ3130-type wood-
wool working equipment proves that the diagnostic 
method has characteristics of good real-time, simple 
operation and high diagnostic accuracy. 

However, the technique is a new branch of artificial 
intelligence, so systemic fruits are still not abundant, 
theories are still not mature, and the research and 
application are still in the exploring stage. If we apply it 
in machinery fault diagnosis system, the techniques of 
fault phenomenon vector and fault, retrieving and 
matching, self-study method, etc. would need further 
improved. With the increasing complication of the 
equipment and systems, fault diagnosis based on fault 
phenomenon vector will become an effective method in 
the fault diagnosis realm. 

ACKNOWLEDGMENT 

The authors wish to thank Shu-Dong Xiu. This work 
was supported in part by a grant from the  Science and 
Technology Agency of Zhejiang  Province General 
Program  Project No. 2007C22080, China; Technology 
Agency of Zhejiang  Province R & D Program Plan 
Project No. 2008C02006-1, China. 

REFERENCES 

[1] Li Zhang, Jian-Hua Luo, Su-Ying Yang, “Forecasting box 
office revenue of movies wvith BP neural network”, 
Expert Systems with Applications, vol.36, pp.6580-6587, 
April 2009. 

[2] Wann-Yih Wu, Shuo-Pei Chen, “A prediction method 
using the grey model GMC (1, n) combined with the grey 
relational analysis: a case study on Internet access 
population forecast”, Applied Mathematics and 
Computation, vol.169, pp.198-217, 2005. 

[3] Gavin C. Cawley and Nicola L.C. Talbot, “Fast exact 
leave-one-out cross-validation of sparse least-squares 
support vector machines”, Neural Networks, vol.17, pp. 
1467-1475, December 2004. 

[4] Xue-Cheng Xi, Aun-Neow Poo, Siaw-Kiang Chou,  
“Support vector regression model predictive control on a 
HVAC plant”, Control Engineering Practice, vol.15, 
pp.897-908, 2007. 

[5] Zogg D, Shafai E and Geering H P., “Fault diagnosis for 
heat pump swish parameter identification and clustering,” 
Control Engineering Practice, vol. 14, pp. 1435-1444, 
2006. 

[6] Yun-Jie Xu, Wen-Bin Li, “Forecasting of the total power 
of woodworking machinery based on SVM trained by 
GA,” 2010 The 2nd International Conference on Computer 

TABLE III.   
NUMBER OF EXCLUDED ABNORMAL. 

Fault number F1 F2 F3 F4 F5 F6 F7 

Number of 
 abnormal 1 0 0 25 23 2 1 

 

TABLE IV.   
DIAGNOSIS SIMULATION RESULT  

The k-th 
diagnosis 

Diagnosis success 
probability  

Misdiagnosis 
probability 

Cumulative 
success rate 

1 0.852 0.148 0.852 

2 0.097 0.051 0.949 

3 0.030 0.021 0.979 

4 0.012 0.009 0.991 

5 0.009 0.000 1.000 

6 0.000 0.000 1.000 

7 0.000 0.000 1.000 

 

TABLE II.   
DISTRIBUTION PARAMETER OF SYSTEM PARAMETER AND 

CORRESPONDING PHENOMENON 

 F1 F2 F3 F4 F5 F6 F7 

I1 0.5 0.60 0.89 0.88 0.01 0.53 0.01 

I2 0.95 0.80 0.95 0.06 0.01 0.90 0.02 

I3 0.8 0.50 0.96 0.01 0.96 0.9 0.4 

I4 0.1 0.02 0.01 0.96 0.01 0.08 0.98 

I5 0.2 0.02 0.9 0.07 0.89 0.3 0.05 

I6 0.01 0.35 0.01 0.8 0.03 0.00 0.3 

I7 0.9 0.90 0.01 0.02 0.92 0.93 0.02 

I8 0.3 0.40 0.00 0.98 0.01 0.33 0.05 

I9 0.7 0.01 0.01 0.99 0.01 0.68 0.8 

I10 0.3 0.01 0.01 0.02 0.88 0.25 0.01 

 

JOURNAL OF SOFTWARE, VOL. 6, NO. 5, MAY 2011 847

© 2011 ACADEMY PUBLISHER



and Automation Engineering, Vo.01, pp. 358-360, 
February 2010. 

[7] Yun-Jie Xu, Wen-Bin Li, “Fault diagnosis for gearbox 
based on genetic-SVM classifier,” 2010 The 2nd 
International Conference on Computer and Automation 
Engineering, Vo.01, pp. 361-363, February 2010. 

[8] Yun-Jie Xu, Shu-Dong Xiu, “Prediction of wear for wood 
planning tool based on genetic-SVM classifier,” 2010 
International Conference on Electrical and Control 
Engineering, Vol.01, pp.5834-5836, June 2010. 

[9] Yun-Jie Xu, Shu-Dong Xiu, “Accurate diagnosis of rolling 
bearing based on wavelet packet and genetic-support 
vector machine,” 2010 International Conference on 
Electrical and Control Engineering, Vol.01, pp.5589-5591, 
June 2010. 

[10] Guo Kui, Yu Dan, “Spreading L-M method of multiple 
reliability evaluation,” Reliability Engineering, Vol.04, 
pp.157-160, 2003. 

[11] Jie Yu, Yao-Lin Shi , Gui-Xiang Shen , Ya-zhou Jia, 
“Reliability evaluation on CNC lathes based on the 
modified L-M method,” Vol.16, pp.665-668, May 2009. 

[12] Jian-Pei Zhang, Zhong-Wei Li and Jing Yang, “A parallel 
SVM training algorithm on large-scale classification 
problems,” Proceedings of the Fourth International 
Conference on Machine Learning and Cybernetics, vol. 01,  
pp. 1637-1641, August 2005. 

[13] KANGY W., LI J., CAO G. Y., “Dynanue temperature 
model in go fan so fusing Least square support vector 
machines,” Journal of Power sources, vol. 179, pp.683-
692, 2008. 

[14] Ling-Jun Li, Zhou-Suo Zhang, Zheng-Jia He, “Research of 
mechanical system fault diagnosis based on support vector 
data description,” Journal of Xi'an Jiaotong University, 
vol. 09, pp.910-913, 2003. 

[15] D. Wu, C.-W. Ma and S.-F. Du, “Influences of different 
damaged degrees of ieafminer-infected leaves on the near-
infrared spectral reflectance,” Trans. of the CSAE, vol. 23, 
no. 2, pp. 156-159, 2007. 

[16] Choy KL, Lee WB. Design of an intelligent supplier 
relationship management system: a hybrid case based 
neural network approach. Expert Systems with 
Application, vol.24, pp. 225-237, 2003. 

[17] Yang BS, Han T, Kim YS, “Integration of ART-Kohonen 
neural network and case-based reasoning for intelligent 
fault diagnosis,” Expert System with Applications, vol. 26, 
pp. 387-395, 2004. 

[18] Wen-Hong Li, Shao-Wen Sun, Qi Zhang, “Machinery fault 
diagnosis expert system based on case-based reasoning,” 
Journal of Chongqing University: English Edition, vol. 06, 
pp. 273-277, December. 2007. 

[19] Sajja, Akerkar, “Advanced knowledge based systems: 
model, applications & research,” TMRF e-Book, Vol.01, 
pp.50 -73, 2010. 

[20] Su Myat Marlar Soe and May Paing Paing Zaw, “Design 
and implementation of rule-based expert system for fault 
management,” World Academy of Science, Engineering 
and Technology 48, pp. 34-39, 2008. 

[21] Wei Liang, Mechanical fault diagnostics. Bei Jing: China 
coal industry publishing house. 2005. 

[22] Lefebvre, Mario, Applied Probability and Statistics 
[electronic book] by Mario Lefebvre. New York, NY: 
Springer Science +Business Media LLC.2005. 

[23] Wan-Lu Jiang, Shu-Qing Zhang, Yi-Qun Wang, Chaos and 
Wavelet Based Fault Information Diagnosis. Bei Jing: 
China Machine Prees.2005. 

[24] Jun Yang, Intelligent Fault Diagnosis Technology for 
Equipments. Bei Jing: National Defense Industry Press. 
2004. 

 
 

Yun-Jie Xu was born in Neimenggu, 
China, in 1976. He received the B.S. 
degree in fluid power transmission and 
control from Dongbei University of 
Mechanical Engineering, Shenyang, 
China, in 1998, and the M.S. degree in 
Mechanical Design and Theory from 
Zhejiang University of Mechanical and 
Energy Engineering, Hangzhou, China, in 
2004. He is currently pursuing the Ph.D. 

degree in forest engineering， University Of Beijing Forestry, 
Beijing, China, in 2009. From April 2004 to Dec. 2010, He is 
serves an lecturer of the School of Engineering, Zhejiang 
Agricultural & Forestry University. His research interests 
include system fault diagnosis and signal propagation in forest. 
 
 
Shu-Dong Xiu received B.S. and M.S. degrees in harbin 
institute of technology, Heilongjiang, China, in 1994, and 1988, 
respectively. From April 2004 to Dec. 2010, he was a faculty 
with the School of Engineering, Zhejiang Agricultural & 
Forestry University and was promoted to be an professor in 
2009. His current research interests include forestry machinery 
and woodworking equipment.  
 
 
Quan-Sheng Men received B.S. degrees in Zhejiang University 
of Technology, Zhejiang, China, in 1989, respectively. From 
April 2001 to Dec. 2010, he was a faculty with the School of 
Engineering, Zhejiang Agricultural & Forestry University and 
was promoted to be an senior technician in 2010. His current 
research interests include forestry machinery and woodworking 
equipment. 
 
 
Liang Fang received M.S. degrees in Jiangsu University, 
Jiangsu, China, in 2007. From September 2007 to Dec. 2010, he 
was a faculty with the School of technology, Zhejiang 
Agricultural & Forestry University and was promoted to be an 
Laboratory Technician in 2007. His current research interests 
include mechatronic control, signal detection and processing.  

 

848 JOURNAL OF SOFTWARE, VOL. 6, NO. 5, MAY 2011

© 2011 ACADEMY PUBLISHER


