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Abstract—This paper considers the test case generation for distributed software (a test case contains one or more test sequences). Applying the single finite state machine (FSM) test approach to distributed software, we will suffer from some problems: 1) the state combinatorial explosion problem; 2) some unexecutable test cases may be generated; 3) some fault may be masked and cannot be isolated accurately. This paper proposed a new test case generation method based on the FSM net model. Instead of testing the global transitions of product machine, the generated test cases are used to verify the local transitions. We discuss the detailed methods of verifying the outputs and the tail states of the local transitions. Moreover, we prove that if all the local transitions are right, the transition structure of the distributed software is right. The tests are generated on the local transition structure of components, so we will not meet the state combinatorial explosion problem. All the outputs of the local transitions are checked, so the fault isolation results may be more accurate.

Index Terms—Distributed software, finite state machine net, output identifying sequence, extended unique input/output sequence, test case generation

I. INTRODUCTION

Distributed software system is usually composed of several components. These components are distributed in different computers and connected through network. As a result, testing becomes an important work for the validity and reliability of distributed software.

The presence of a formal model or specification, which defines the required behaviors of the software, introduces the possibility of automating or semi-automating much of the testing process, especially the generation of test case. This can lead to more effective and efficient testing.

There are many approaches to formally modeling or specifying a software system. Some formal methods have been used in software testing [1-7]. The formal methods based on finite state machine (FSM) model are widely studied and applied [2-14].

In this paper, we will study how to extend the FSM model on the test generation for distributed software. The distributed software may be more naturally and simply modeled by a set of FSMs, rather than a single FSM, which operate concurrently and may interact by changing messages. Then the behaviors of the software can be described by a product machine which is the equivalent single FSM constructed from the set of FSMs through product operation [15].

Tests can be generated from the product machine using standard FSM test techniques. It is assumed that the model of certain distributed software consists of FSMs $A_1, \cdots, A_n$. Then the number of the product machine states is $|\prod_i |A_i |$, where $|A_i |$ means the number of states of FSM $A_i$. Thus we may suffer from the state combinatorial explosion problem when computing the product machine.

Take the software in Fig. 1 for example. We suppose that the software is composed of two components, and each is modeled as a FSM, $A_1, A_2$. The transitions and
states for each FSM are shown in Fig. 1.A and Fig. 1.A2. The product machine get through product operation is shown in Fig. 1.A, too. Each component FSM contains three states, and the product machine contains nine states. From this example, we can see that if the software has many components or each component contains many states, the state number of product machine may be too large to handle.

When applied to complex distributed system, the traditional test approach for single FSM mainly has the following problems:

1) State combinatorial explosion problem\[16\].

2) Unexecutable test sequence: The test sequence combining the local transitions may be unexecutable. If the specification of software constrains that the component \( A_i \) can trigger transition \( t_{i2} \) only after it receives the output of transition \( t_{21} \), then the transition path \( t_{11}, t_{12}, t_{21}, t_{22} \) cannot be carried out. Generally, the unexecutable test sequences are caused by the unreachable state of the product machine.

3) Fault isolation between synchronous transitions: In Fig.1, it is assumed that the output of \( t_{11} \) is sent to \( t_{21} \) and triggers it executing. Then the two transitions are defined as synchronous transitions. Only the output of \( t_{21} \) can be observed by the tester and the two transitions compose a global transition, thus the output of \( t_{11} \) is not checked. The fault isolation therefore may be a problem. Sometime the fault may be masked.

To solve these problems, Hierons proposed a method in [16]. His main idea is verifying the local transitions instead of the global transitions. But when we generate the verifying sequences, some parts of the product machine still need to be computed. Meanwhile, how to check the output of the transition when the output is sent to other component was not discussed in his study.

In this paper, we proposed a novel test case generation method for distributed software. By extending the FSM model, we set up the FSM net model as the formal test model for distributed software. We proved that if all the local transitions are right, the transition structure of the software is right. In order to verify the output of the local transition that will be sent to other component, a construction method of the output identifying sequence is proposed. We extend the unique input/output sequence to multiple components to verify the tail state of local transition.

Because we do not need to compute the product machine, we will not meet the state combinatorial explosion problem. All the test sequences are generated from the transition structure of software component, so they are all executable. Since all the outputs of the local transitions are checked, the fault isolation may be more accurate.

The rest of this paper is organized as follows. The basic idea of testing with FSM is introduced in Section 2 and the FSM net model are also presented in this section. How to check the local transition is introduced in Section 3. The verification of distributed software is discussed in Section 4. An example is given in Section 5. Finally, conclusion is presented in Section 6.

II. BASIC PRINCIPLES

For the sake of convenience, in this section we will recall the basic idea of testing with finite state machine (FSM), and then introduce the formal model which we will use to model the distributed software. At the end of this chapter, the concept of product machine will be introduced.

A. Testing with FSM

Usually the software under test can be modeled by a FSM or a set of FSMs that produce the outputs on its state transitions after receiving the inputs. When the software is modeled as a FSM, the testing of software can be taken as checking the output value of several sequences of input values. Usually, an input is given at an input port, and the outputs associated with the input can be observed at the output ports. The outputs will then be compared with the expected outputs corresponding with the inputs.

Definition 1: A finite state machine is a six-tuple[17]

\[ FSM = (Q, q_0, \Sigma, \Lambda, \delta, \lambda) \]

1) \( Q \) is the finite set of states;
2) \( \Sigma \) is the finite set of inputs;
3) \( \Lambda \) contains all outputs;
4) \( \delta: Q \times \Sigma \rightarrow Q \) is the set of state transition functions;
5) \( q_0 \) is the initial state;
6) \( \lambda: Q \times \Sigma \rightarrow \Lambda \) is the set of output functions.

A FSM can be represented by a directed graph \( G = (V, E) \), where the set \( V = \{v_1, \ldots, v_n\} \) of vertices represents the set of specified states \( Q \) of the machine and directed edges represents transitions from one state to another in it. An edge in \( G \) is fully specified by a triple \((v_i, v_j; L)\), where \( L = \{i/o, L^0 = i_j\) and \( L^\omega = o_j \). In this paper, it is assumed that \( G \) is strongly connected.

The verification of software is implemented through checking the output and the tail state of every transition. The procedure for testing a specified transition from state \( q_i \) to state \( q_j \) with input/output \( i_k/o_o \) takes place in three steps:

1) The implementation is leaded into state \( q_i \);
2) Input \( i_k \) is applied and the output is checked to see whether it is \( o_o \) as expected, or not.
3) The new state of implementation is checked to verify that if the tail state of the specified transition is \( q_j \) as expected, or not.

It is assumed that there exist a reset action which is applied to make the software return to its initial state. This ensures that each test is applied in the same state of the implementation. The reset action might be a certain
sequences of the inputs or a single action such as a reset, or the system being closed off and then powered on again.

We also suppose that this implementation has a status message. For each state \( q_i \in Q \), this message denotes the state uniquely, such as the unique input/output (UIO) sequence [6]. The tail state is verified by checking this message.

The test case for transition \((q_i, q_j, i_e, o_r)\) is constructed based on the U-method introduced in [14] as follows:

1) Constructing the reset action \( r \) to implementation \( I \) so that \( I \) can be reset to its initial state.
2) Generating the shortest transition sequence that can lead the implementation from state \( q_0 \) to state \( q_f \), namely preamble sequence.
3) Applying the input \( i_k \) which can enable the transition to be tested.
4) Generating the verifying sequence of tail state \( q_f \), namely postamble sequence.

**B. FSM Net Model**

The distributed software usually consists of several components and has multi-thread, distributed and parallel properties. Thus we should model such software as a set of FSMs, and each of components behaves as a FSM that may interact with other components. We call this set of FSMs a FSM net.

**Definition 2:** An finite state machine net is formally defined by a two-tuple \( FSMnet = (A, C) \).

1) \( A = \{A_1, A_2, \ldots, A_n\} \) is the finite set of component finite state machines;
2) \( C = \{c_{ij}: i, j \in n \wedge i \neq j\} \) is the set of finite channel finite state machine, and \( c_{ij} \) is the channel FSM between software component \( A_i \) and component \( A_j \).

A component FSM \( A \in A \) is a classical FSM that is defined in the definition 1. Its states are called local states and its transitions are named local transitions, which are in contrast to global transition and global state that are defined on the product machine of component FSMs.

We define channel FSMs to describe the message transporting behaviors between FSMs. The behaviors of \( c_{ij} \) are decided by the channel properties.

**Definition 3:** A channel FSM is a four-tuple \( c_{ij} = (Q, \delta, \eta, M_{ij}) \), where:

1) \( Q \) is the set of finite channel states, its number is decided by the properties and the buffer limit of communication channel;
2) \( \delta \) is the state transition function set of communication channel;
3) \( \eta \) is the initial state of communication channel;
4) \( M_{ij} \) is the set of finite messages transporting through channel \( c_{ij} \), \( m \in M_{ij} \) is one of the messages sent from \( A_i \) and \( A_j \).

Since this paper focuses on the testing of the transition to verify the correctness of software, the properties of channel will not be discussed here.

According to its properties, the local transition of component FSM can be divided into three types:

1) Non-communication transition: the input of this type transition will be applied at the input port of this component and output can be observed at the output port. It is formally defined as \((q_i, q_j, i_e, o_r)\).
2) Sending message transition: the input of this type transition will be applied at the input port of this component, but the output will be sent to other components. This output is called internal output and cannot be observed by the tester. It is formally defined as \((q_i, q_j, i_e, o_r)\).
3) Receiving message transition: the input of this type transition is received from output of other component, but output can be observed at the output port of this component. When testing, the input of this type transition can be applied by both the tester and other component. It is defined as \((q_i, q_j, i_e, o_r)\).

Where \( A_j \_o_r \) means sending message \( o_r \) to component \( A_j \), and \( A_j \_o_r \) means receiving message \( o_r \) from \( A_i \).

**Example 1:** A distributed software system is modeled as FSM net \( FSMnet = (A, C) \) shown in Fig. 2, where

\[
A = \{A_1, A_2, A_3, A_4\};
C = \{c_{1,2}, c_{1,3}, c_{2,3}, c_{2,4}, c_{3,4}\};
M_{12} = \{c, e\}; M_{13} = \{x, e\}; M_{23} = \{f, h\};
M_{24} = \{d, g\}; M_{34} = \{f\}.
\]

**C. The Product Machine**

This paper deals with the problem of generating tests for the transition structure and thus shall only consider testing transitions from stable states. If input values will only be received in stable states, the full behavior of software is equivalent to a product machine [15].

We use \( P(A) \) to denote the product machine generated from \( A \), and we use \( X \) and \( Y \) to denote the input and output sets of \( P(A) \). \( S = Q_1 \times Q_2 \times \cdots \times Q_n \) is used to
denote the set of stable global states. \( S(k) \) denotes the state of the \( k \)th component when global state is \( S \). Clearly some elements in \( S \) may be unreachable. We therefore use \( S_r \) to denote the reachable state in \( S \). The initial state of \( P(A) \) is \( s_0 = (q_0^1, q_0^2, \cdots, q_0^n) \). The state transition functions and the output functions are also denoted as \( \delta \) and \( \lambda \). Thus \( P(A) \) is defined by

\[
P(A) = (S, s_0, X, Y, \delta, \lambda).
\]

Given an input \( \sigma \in \Sigma_a \) and the current global state \( s \in S_r \), next state and functions \( \delta \) and \( \lambda \) for the product machine are defined by the following ways.

If \( \lambda(s, k, \sigma) \notin \bigcup_{\Sigma_i} \), the next state is

\[
s_{i+1} = \delta(s, \sigma)
\]

where \( \forall m \neq k, s(m) = s_{i+1}(m) \) and \( s_i(k) = \delta(s, k, \sigma) \). The output is

\[
\lambda(s, \sigma) = \lambda(s, k, \sigma)
\]

And this is called the first class global transition.

If \( \lambda(s, k, \sigma) \in \bigcup_{\Sigma_i} \), and the output will be sent to component \( A_i \), such that the next state is

\[
s_{i+1} = \delta(s_i, \lambda(s_i, \sigma))
\]

where \( \forall m \neq k, s(m) = s(m) \) and \( s(k) = \delta(s, k, \sigma) \). The output is

\[
\lambda(s, \sigma) = \lambda(s_i, \lambda(s_i, \sigma))
\]

And this is called the second class global transition.

The first case defines the behavior when the input triggers a non-communication transition and thus this transition forms a global transition. The second case defines the behavior when a sending message transition \( t \) is triggered (this is simply the behavior produced if \( t \) is executed and the output from \( t \) is fed back into \( A \) as an input). This process will be executed until a non-communication transition is triggered.

In the second case, the global transition is composed of the local transitions through the synchronous operation between sending message transition and receiving message transition.

**Definition 6 synchronous operation:** it defined as a transition will send a message to another transition. And we use \( \cup \) to denote this operation.

Before execute synchronous operation, we apply an admissible preamble sub-sequence to the component that will receive message. Then this component can be leaded to the state that certain massage can be accepted.

**Example 2:** If we compute the product machine of the distributed software in example 1, its state number is 400. Although some of these states are unreachable, the reachable state number will be very large. The attempt of drawing the state transition graph is impossible. This state combinatorial explosion problem causes the traditional test approaches for single FSM fail for complex distributed software system. In this example, \( (q_o^1, q_o^2, q_o^3, q_o^n) \) is the global initial state. \( I_i(a)/O_j(c) \) is a first class global transition and \( I_i(a)/O_j(d)[(I_i(a)/O_j(A_i,c)] \) is a second class global transition by the synchronous operation between transition \( I_i(a)/O_j(A_i,c) \) and transition \( I_j(A_i,c)/O_j(d) \).

**III. VERIFICATION OF LOCAL TRANSITION**

This section shall consider the problem of verification of local transitions.

For the sake of convenience, we first introduce the fault model of transition. A general survey on a variety of fault models in testing was given in [18]. We use \( A_i = (Q_i, q_0^i, \Sigma_i, \lambda_i, \delta_i, \lambda'_i) \) to represent the required behaviors of component \( i \) and \( I_i = (Q'_i, q'_0, \Sigma_i, \lambda'_i, \delta'_i, \lambda'_i) \) to represent the implementation behaviors of this component. We define the following two faulty types as the major faults that may be encountered when testing a transition:

1) **Output fault:** We say that a transition in \( I_i \) has an output fault if for \( \forall q \in Q_i, q' \in Q'_i, a \in \Sigma_i \), following equation holds,

\[
q = q' \land \delta'_i(q', a) \neq \delta_i(q, a) \land \lambda'_i(q, a) \neq \lambda_i(q', a).
\]

2) **Transfer fault:** We say that \( I_i \) has a transfer fault if for \( \forall q \in Q_i, q' \in Q'_i, a \in \Sigma_i \), following equation holds,

\[
q = q' \land \delta'_i(q', a) \neq \delta_i(q, a) \land \lambda'_i(q, a) = \lambda_i(q', a).
\]

Certainly, the two type faults can happen simultaneously.

A local transition is said to be a correct implementation when its output and tail state are all right. The verification of local transition is carried out based on the following hypothesis:

**Hypothesis 1:** The inputs will be applied at the stable state. This means that the inputs are applied when no internal events can occur.

**Hypothesis 2:** We assume that message transporting time is zero, then \( s_i \upharpoonright m_j = s_j \upharpoonright m_i \) and \( s_i \upharpoonright m_j \) and \( s_j \upharpoonright m_i \) are synchronous. This means that the behaviors of channel between two components are modeled as empty channel.

**Hypothesis 3:** It is assumed that when testing a transition, all the other transitions are correct.

**Hypothesis 4:** We suppose that the ports of different components can be distinguished by tester, so the same inputs applied to different components and same outputs observed from different components can be distinguished by tester and were seen as different inputs and outputs.

A. **Verification of Local Transition**

The verification of local transition is implemented through checking its output and its tail state. Then the procedure for testing a specified local transition of \( A_i \) from state \( q_o^i \) to state \( q'_o^i \) with input/output \( i_1/o_1 \) takes place in three steps:

1) The implementation of software component \( A_i \) is leaded to state \( q_o^i \);

2) Input \( i_1 \) is applied and the output is checked to see whether it is \( o_1 \) as expected, or not.
3) The new state of implementation is checked to verify that if the tail state of the specified transition is $q'_x$ as expected, or not. This procedure is the same as that for transition of single FSM verification, but its operations in each step are different. We also assume that there exist a reset action which is applied to make the software return to its initial state.

The local transition sequence that can lead $A_i$ from the state $q''_d$ to the state $q'_a$ is named the local preamble sequence. If the test cost is assigned to every transition, the least test cost preamble sequence can be obtained from the sub-graph of FSM $A_i$. Especially, the required inputs for the receiving message transitions are applied by tester not the corresponding component. Taking the testing of transition $I_j(a)/O_j(A_i !f)$ in $A_i$ for instance, the local preamble sequence $I_j(c)/O_j(d)$ is constructed for its verification. After the input $i_k$ is applied, the output and tail state will be checked. The construction of the output checking sequence and the tail state verifying sequence will be discussed in following two sections respectively.

B. Checking the Output

The checking for the output of a local transition can be divided into two cases based on the type of transition.

The outputs of the receiving messages transitions and the non-communication transitions can be observed by the tester and it is seen as a global output of system. Then the check of them is easy to be implemented through comparing them with required outputs.

The outputs of the sending message transition will be applied to other components and cannot be observed by the tester. We have assumed that when checking a transition all the other transitions are correct. Then we can observe that if the output of sending message transition is right, it will trigger another local transition belonging to other FSM $A_j$. This output can be denoted uniquely by the flowing input/output sequence. For example, the output of local transition $I_j(b)/O_j(A_j !e)$ can be denoted by the sequence $u(t) = I_j(A_j ?e)/O_j(d), I_j(x)/O_j(y)$. When we input $b$ to $A_j$, $d$ is observed at $A_j$ ($A_j$ has been leaded to $q''_d$) and when we input $x$ to $A_j$, $y$ is observed at $A_j$. These observations mean the output of transition $I_j(b)/O_j(A_j !e)$ must $e$, because when other output is generated by this transition, sequence $O_j(d), I_j(x)/O_j(y)$ cannot be observed by tester. $u(t)$ is an output identifying sequence (OIS) for local transition, if the following holds:

$$\lambda'(\{q''_d, u(t)\}) \cap \lambda'(\{q'_a, u(t)\}) \neq \emptyset$$

for every $q''_d$ in $A_j$ that does not have UIO sequence of local transitions belonging to $A_j$, but EUIO sequence $I_j(a)/O_j(b), I_j(e)/O_j(A_j !x) \cup I_j(A_j ?x)/O_j(h)$ (11) can denote the state $q'_a$ uniquely. This means $q'_a$ is the unique state after $I_j(a), I_j(e)$ is applied to $O_j(b), O_j(h)$ is observed by tester.

D. Test Sequences for Local Transition

Based on previous discussions, the test case for local transition $(q''_d, q'_a; i_k / o_j)$ contains two test sequences, and is constructed in following ways:

- Constructing the reset action $r$ to implementation $I$ so that the software under test can be reset to its initial state;
- Generating the least test cost preamble sequence for local transition to be tested;
- Generating the preamble sequence for the synchronous transition of the transition to be tested which has the least test cost;
- Applying the input $i_k$ which can enable the local transition to be tested;
5) Generating the OIS for output $o_j$. (It contains some synchronous operations in it, the admissible preamble sequences for all operations are needed)

The test sequence for the tail state verifying:
1) Constructing the reset action $r$ to implementation $I$ so that $I$ can be reset to its initial state.
2) Generating the shortest transition sequence that can lead the machine from state $q_o$ to state $q_o$, namely preamble sequence.
3) Applying the input $i_k$ which can enable the transition to be tested.
4) Generating the verifying sequence of tail state $q_o$.

For the $I$ with the extended status message feature, the test case for local transition in $A_i$ is of the form

$$TS_r : r,TS^\text{pre}_r,TS^\text{post}_r$$

$$TS_r : r,TS^\text{pre}_r,TS^\text{fake}_r$$

$$TS_r : r,TS^\text{pre}_r,TS^\text{output}_r$$

(12)

where $r$ is the reset action; $TS^\text{pre}_r$ is the preamble sequence for the transition $t$; $TS^\text{post}_r$ is the local transition to be tested; $TS^\text{pre}_r$ is the preamble sequence to check the tail state of transition $t$; $TS^\text{output}_r$ is the preamble sequence for synchronous operation; $TS^\text{output}_r$ is the postamble sequence to check the output of transition $t$.

IV. VERIFICATION OF DISTRIBUTED SOFTWARE

As discussed in [6], the verification of software can be implemented through verifying all transitions. Therefore, the verification of distributed software can be carried out through checking of outputs and tail states of all global transitions.

In this section, we will prove that the checking of all local transitions has the same ability to validate the correctness of software by checking of all the global transitions.

**Lemma 1:** If all the local transitions are right, all the global transitions are right.

**Proof.**

Given a local transition $s_i = \delta(s_i, \sigma)$, and we let $\sigma \in \Sigma_i \in X$ and

$$s_i, s_j \in S | s_i = (q_0^i, q_1^i, \ldots, q_n^i), s_j = (q_0^j, q_1^j, \ldots, q_n^j)$$

We consider the two class global transitions.

1) For the first class, a non-sending message transition forms a global transition. Given a local transition $(q_o^i, q_o^j;i_k / o_j)$ of $A_\omega$, then the global transition is

$$(s_i, s_j ; i_k / o_j)$$

where $\forall k \in (1, n), k \neq m, s(k) = s_j(k)$

and $s(m) = q_o^i, s_j(m) = q_o^j$.

Now, we prove that for this class, if the local transition is right, the global transition is right. We will use apagoge to prove it.

When the local transition has an output fault, $o'_{i} \neq o_{i}$, the global output is $o'_{j}$. So there is an output fault of global transition. When the local transition has a tail state fault, $(q_o^i, q_o^j), q_o^m \neq q_o^m$, the global state transition is $(s_i, s_j'), s_j' \neq s_j$. So there is a tail state fault of the global transition. Thus a global transition is right only if the local transition is right.

Then we show that the faults of global transition can be detected by checking the local transition.

Obviously, the output fault can be checked through checking the output of the local transition which forms this global transition. If the tail state fault is $(s_i, s_j'), s_j' \neq s_j, s_j'(m) \neq s_j(m)$, this fault can be detected through checking the tail state of the local transition which forms this global transition. If the tail state fault is $s_j' \neq s_j, s_j'(n) = s_j(n), n \neq m$, this means a transition of other component has been triggered. This must be caused by an output fault of local transition. The non-communication local transition might send a message to component $A_\omega$. This can be detected by checking the output of local transition.

Up to here, we prove that for the first class global transition, the verification of global transition can be implemented through checking corresponding local transition.

2) For the second class, more than one communication transitions form the global transition through synchronous operation. We only need to prove the situation in which the global transition is composed of two transitions. The situation having more two transitions can be proved recursively by the situation of two transitions.

Given a sending message transition $(q_o^i, q_o^j;i_k / A_\omega!o_{m})$ in $A_\omega$ and a receiving message transition $(q_o^i, q_o^j;A_\omega!o_{m} / o_j)$ in $A_\omega$ then the global transition is $(s_i, s_j ; i_k / o_j)$, where $s(m) = q_o^i, s_j(m) = q_o^j$

$s_j(n) = q_o^i, s_j(n) = q_o^j$ and $\forall k \in (1, n), k \neq m, k \neq n, s_j(k) = s_j(k)$.

First, we prove that if the two local transitions are all right, the global transition is right. We also use apagoge to prove it.

When any of the local transitions has an output fault, the global output is not $o_j$. So there is an output fault of global transition. When any of the local transitions has a tail state fault, $(q_o^m, q_o^m), q_o^m \neq q_o^m$ or $(q_o^m, q_o^m), q_o^m \neq q_o^m$, the global state transition is $(s_i, s_j'), s_j' \neq s_j$. So there is a tail state fault of global transition. Thus a global transition is right only if the two local transitions are all right.

Second, we show the fault of global transition can be detected by checking the local transitions.

Obviously, the output fault can be checked the output of local transition $(q_o^m, q_o^m)$ and $(q_o^m, q_o^m)$. If the tail state fault is $(s_i, s_j'), s_j' \neq s_j, s_j'(m) \neq s_j(m)$, the fault can be detected through checking the tail state of local transition $(q_o^m, q_o^m)$. If the tail state fault is $(s_i, s_j')$,
\( s_j' \neq s_j | s_j'(n) \neq q_j' \), the fault can be detected through checking the tail state of local transition \((q_n', q_j')\). If the tail state fault is \( s_j' \neq s_j, s_j'(k) \neq s_j(k) \) \( k \neq m, k \neq n \), this means a transition of other component has been triggered. This must be caused by the output fault of the local transition. The destination of sending message transition in \( A_n \) is then wrong or the receiving message transition in \( A_n \) sends a message to other component. This can be detected by checking the outputs of the two local transitions, too.

In short, we prove that for the second class global transition, the verification of global transition can be implemented through checking all the corresponding local transitions.

Based on the above discussions, we can conclude that the verification of global transition can be implemented by checking of local transitions. In other words, if all the local transitions belonging to software system are all right, the implementation of the distributed software system is right.

V. EXPERIMENTS

In this section, we will discuss the test case generation for the software in Example 1 to exam our approach.

A. Test Cases

Using the proposed test case generation method, we first indentify the EUIO sequences for all the local states and the results are shown in Table I. More than one EUIO can denote the state uniquely and we only list the shortest one in the table. The OISs for all communication outputs are listed in Table II. Then the generated test cases for all local transitions are shown in Table III.

B. Discussions

In the introduction chapter, we have pointed out the potential problems when the traditional test method for single FSM is applied to the complex distributed software system. In this section we will discuss if our method can benefit these problems.

1) State combinatorial explosion problem: it is not necessary to compute the product machine using our method when generating test cases, so we will not meet the state combinatorial explosion problem.

2) Unexecutable test sequence: all the test sequences are generated based on the transition structure of the local component and synchronous operation, so all of them are executable.

3) Test cost: a local transition can form more than one global transitions, such as:

\[ ((q_1, q_2, q_3, q_4), (q_1, q_2, q_3, q_4)) : a / A_1! c \]

\[ ((q_1, q_2, q_3, q_4), (q_1, q_2, q_3, q_4)) : a / A_1! c \]

are both formed by local transition \( a / A_1! c \). With our method, only one local transition needs to be verified, but using traditional methods for single product machine, more than one global transition need to be verified. So the test cost of our method may be less than traditional methods.

4) Fault isolation between synchronous transitions: the outputs of sending message transitions can be checked by the OIS, but this cannot be implemented by the product machine method.

In summary, our method is an efficient method to solve the problems that encountered by the single product machine method.

VI. CONCLUSION

When we use traditional test methods for distributed software testing through computing the product machine, we will suffer from the state combinatorial explosion problem and some generated test sequences may be unexecutable. Besides, some outputs of the sending

\[
\text{TABLE I. EXTENDED UNIQUE INPUT/OUTPUT}
\]

\[
\begin{array}{|c|c|}
\hline
\text{State} & \text{EURO} \\
\hline
q_1^0 & (I_1(a) / O_1(A_1! c)) \sqcup (I_1(A_1? c) / O_1(d)) \\
q_1^1 & I_1(e) / O_1(d) \\
q_1^2 & I_2(x) / O_2(y) \\
q_1^3 & I_3(x) / O_3(h) \\
q_1^4 & I_4(x) / O_4(k) \\
q_2^1 & (I_2(a) / O_2(A_2! f)) \sqcup (I_2(A_2? f) / O_2(e)) \\
q_2^2 & I_2(h) / O_2(e) \\
q_2^3 & I_2(h) / O_2(A_2! d) \sqcup I_2(A_2? d) / O_2(f) \\
q_2^4 & I_2(g) / O_2(k) \\
q_3^1 & (I_3(e) / O_3(A_3? x)) \sqcup (I_3(A_3? x) / O_3(y)) \\
q_3^2 & I_3(e) / O_3(c) \\
q_3^3 & I_3(c) / O_3(A_3! f) \sqcup I_3(A_3? f) / O_3(c) \\
q_3^4 & I_3(g) / O_3(h) \sqcup I_3(A_3? h) / O_3(c) \\
q_4^1 & I_4(a) / O_4(b), I_4(e) / O_4(A_4! x) \sqcup (I_4(A_4? x) / O_4(h)) \\
q_4^2 & I_4(f) / O_4(b) \\
q_4^3 & I_4(e) / O_4(b) \\
q_4^4 & I_4(d) / O_4(f) \\
q_5^1 & (I_5(e) / O_5(A_5? g)) \sqcup (I_5(A_5? g) / O_5(k)) \\
\hline
\end{array}
\]

\[
\text{TABLE II. OUTPUT VERIFYING SEQUENCE}
\]

<table>
<thead>
<tr>
<th>Internal output</th>
<th>OIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( O(A_1? c) )</td>
<td>( I_1(A_1? c) / O_1(d) )</td>
</tr>
<tr>
<td>( O(A_1? c) )</td>
<td>( I_1(A_1? c) / O_1(c) )</td>
</tr>
<tr>
<td>( O(A_1? e) )</td>
<td>( I_1(A_1? e) / O_1(d), I_1(x) / O_1(y) )</td>
</tr>
<tr>
<td>( O(A_1? f) )</td>
<td>( I_1(A_1? f) / O_1(e) )</td>
</tr>
<tr>
<td>( O(A_1? d) )</td>
<td>( I_1(A_1? d) / O_1(f) )</td>
</tr>
<tr>
<td>( O(A_1? x) )</td>
<td>( I_1(A_1? x) / O_1(y) )</td>
</tr>
<tr>
<td>( O(A_1? f) )</td>
<td>( I_1(A_1? f) / O_1(b) )</td>
</tr>
<tr>
<td>( O(A_1? h) )</td>
<td>( I_1(A_1? h) / O_1(c), I_2(h) / O_2(A_2! d) \sqcup I_2(A_2? d) / O_2(f) )</td>
</tr>
<tr>
<td>( O(A_1? g) )</td>
<td>( I_1(A_1? g) / O_1(k) )</td>
</tr>
</tbody>
</table>
message transition cannot be checked. In this paper, we proposed a new test case generation method based on FSM net model. The construction of the output identifying sequence is used to verify the output of the local transition. Considering the limitation of the UIO sequence, we extend it to multiple components. Then the EUIO sequence can be composed of the local transitions belonging to different components, and this makes more

<table>
<thead>
<tr>
<th>Table III. Test Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Case</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>17</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>19</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>21</td>
</tr>
<tr>
<td>22</td>
</tr>
<tr>
<td>23</td>
</tr>
<tr>
<td>24</td>
</tr>
<tr>
<td>25</td>
</tr>
</tbody>
</table>
local states have status messages. 

The tests are generated on the local transition structure of components, so we will not meet the state combinatorial explosion problem. By applying the admissible preamble sub-sequence of all synchronous operations, all the test sequences are executable. All the outputs of the local transitions can be checked by OIS, so the fault isolation may be more accurate.

The experiment in section 5 shows that this method has better properties than single product machine method. It is a promising way for distributed software testing.
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