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Abstract—Artificial neural networks are among the most 
effective learning methods currently known for certain 
types of problems. But BP training algorithm is based on the 
error gradient descent mechanism that the weight inevitably 
fall into the local minimum points. It is well known that 
simulated annealing (SA) and genetic algorithm (GA) are 
two global methods and can then be used to determine the 
optimal solution of NP-hard problem. In this paper, due to 
difficulty of obtaining the optimal solution in medium and 
large-scaled problems, a hybrid genetic algorithm (HGA) 
was also developed. The proposed HGA incorporates 
simulated annealing into a basic genetic algorithm that 
enables the algorithm to perform genetic search over the 
subspace of local optima. The two proposed solution 
methods were compared on Rosenbrock and Shaffer 
function global optimal problems, and computational results 
suggest that the HGA algorithm have good ability of solving 
the problem and the performance of HGA is very promising 
because it is able to find an optimal or near-optimal solution 
for the test problems. To evaluate the performance of the 
hybrid genetic algorithm-based neural network, BP neural 
network is also involved for a comparison purpose. The 
results compared with genetic algorithm-based indicated 
that this method was successful in evolving ANNs.  
 
Index Terms—BP neural network, genetic algorithms, 
hybrid genetic algorithms, simulated annealing, global 
optimal 
 

I.  INTRODUCTION 

Neural network learning methods provide a robust 
approach to approximating real-valued, discrete-valued 
and vector-valued target functions. Artificial neural 
networks are among the most effective learning methods 
currently known for certain types of problems. But BP 
training algorithm is based on the error gradient descent 
mechanism that the weight inevitably fall into the local 
minimum points; Genetic Algorithm (GA) is good at 
global searching, and search for precision appears to be 
partial capacity Inadequate. Therefore, the present work 
intends to integrate ANN with GA[1-4] to determine 
properly the weights of neural network, making up for the 
defects of BP algorithm. The application of genetic 

algorithm into artificial neural network in this paper is 
regarded as the process of searching for optimum in the 
weight space. Genetic algorithm is a randomized search 
algorithm borrowing ideas from natural selection 
mechanism and genetic mechanism of living nature to 
acquire an optimal or sub-optimal solution. However, 
simple GA is difcult to apply directly and successfully to 
a larger range of difficult-to-solve optimization problems. 
So, in this paper, The genetic operators are carefully 
designed to optimize the neural network, avoiding 
premature convergence and permutation problems. And 
with the momentum to solve the slow convergence 
problem of BP algorithm. To evaluate the performance of 
the genetic algorithm-based neural network, BP neural 
network is also involved for a comparison purpose.The 
resualts indicated that Gas and with momentum were 
successful in evolving ANNs. 

It is well known that Simulated annealing (SA) and 
genetic algorithm (GA) are two global methods and can 
then be used to determine the optimal solution of NP-hard 
problem. Genetic algorithm has a wide range of 
practicality, it can handle any form of objective function 
and constraints, whether it is linear or non-linear, 
continuous or discrete, in theory, have access to the 
optimal solution. Therefore you must keep in mind that 
genetic algorithms are not always the best choice. 
Sometimes they can take quite a while to run and are 
therefore not always feasible for real time use. They are, 
however, one of the most powerful methods with which 
to (relatively) quickly create high quality solutions to a 
problem. 

However, in it’s practical applications, genetic 
algorithm has the more serious problem such as : 
premature convergence, poor local optimization ability, 
and slow convergence and not convergence to global 
optimal solution. In recent years, many scholars try to 
improve genetic algorithms, such as improving the 
encoding scheme, fitness function, genetic operator 
design. However, these improvements are all make in 
internal of the genetic algorithm and it has been proved 
that it is unable to overcome these shotcomimgs 
effectively 
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Figure1.  Note how the caption is centered in the column.  

Figure 2.  The single layer of feedforward networks 

To tackle this problem, a Simulated Annealing (SA) 
algorithm is proposed to solve the model. SA's major 
advantage over other methods is an ability to avoid 
becoming trapped at local minima[1-5]. The algorithm 
employs a random search which not only accepts changes 
that decrease objective function f, but also some changes 
that increase it. The algorithm works efficiently on a 
neighbourhood search within solution space, acceptance 
probability, and inferior solutions to escape from trap 
(i.e., local optimal solution). Numerical examples are 
solved to check for the efficiency and validity of the SA 
algorithm. 

The rest of this paper is organized as follows: articial 
neural networks, simulated annealing (SA) and genetic 
algorithm (GA) are described in Section2. Section3 
describes the defects of classic BP Algorithm and 
improvement of genetic algorithm then followed by the 
improved BP neural network algorithm. In Section3, The 
shortcomings and improvement of genetic algorithm with 
introduction of simulated annealing was introduced. The 
experimental  test of results on using simulated 
annealing-based genetic algorithm to solve of classic 
optimization problems, the Rosenbrock function and 
Shaffer function global optimal problem has been studied 
in section5 and some discussions are presented in 
Section5. Finally, To test  the power of simulated 
annealing-based genetic algorithm , we used the 
algorithm on an optimize problems. This  work is 
described  in a final section, followed by our  
conclusions. 

II.  BRIEF INTRODUCTIONS TO ALGORITHMS 

A.  Artificial Neural Networks  
Articial Neural Networks(ANNs) are composed of 

simple elements that imitate the biological nervous 
systems. In the last few decades, signicant research has 
been reported in the field of ANNs and the proposed 
ANN architectures have proven the ireciency in various 
applications in the field of engineering. Articialneural 
Neural Networks focus primarily on computing and 
storing information with in a structure composed of many 
neurons. Because NN simitate the human brain in terms 
of learning, recall and generalization, they are usually 
designed to solve non-linear or ill-structured problems. 
The structure of a neural network of most commonly used 
type is schematically shown in Fig.1, Fig.2 and Fig.3. It 
consists of several layers of processing units (also termed 
neurons, nodes). The input values are processed within 
the individual neurons of the input layer and then the 

output values of these neurons are forwarded to the 
neurons in the hidden layer. Each connection has an 
associated parameter indicating the strength of this 
connection, theso called weight. 

The NN model frequently used is multilayer 
perceptron learning with error back-propagation. In the 
present research work, the sequence with which the input 
vectors occur for the ANN straining is not taken into 
account, thus they are static networks that propagate the 
values to the layers in a feed-forward way. The training 
of the neural networks is performed through a back-
propagation algorithm. Ingeneral, the back-propagation 
algorithm is a gradient-descent algorithm in which the 
network weights are moved along the negative of the 
gradient of the performance function. 

B.  Genetic Algorithms 
Gas a search technique that imitates the natural 

selection and biological evolutionary process were first 
established on a sound theoretical basis by Holland [6-8]. 
Genetic algorithm has a wide range of,  particularly in 
combinatorial optimization problems and they were 
proved to be able to provide near optimal solutions in 
reasonable time[9], it can deal with arbitrary forms of the 
objective function and constraints, whether it is linear or 
non-linear, continuous or discrete, in theory, have access 
to the optimal solution. However, in practical applications 
of genetic algorithm to demonstrate the more serious 
question is "premature convergence" problem, less 
capable local optimization, the late slow convergence and 
can not guarantee convergence to global optimal solution 
and so on. In recent years, many scholars try to improve 
genetic algorithms, such as improving the encoding 
scheme, fitness function, genetic operator design. 
However, these improvements are all make in internal of 
the genetic algorithm and it has been proved that it is 
unable to overcome these shortcoming effectively. The 
most common type of genetic algorithm works like this: a 
population is created with a group of individuals created 
randomly. The individuals in the population are then 
evaluated. The evaluation function is provided by the 
programmer and gives the individuals a score based on 
how well they perform at the given task. Two individuals 
are then selected based on their fitness, the higher the 
fitness, the higher the chance of being selected. These 
individuals then "reproduce" to create one or more 
offspring, after which the offspring are mutated 
randomly. This continues until a suitable solution has 
been found or a certain number of generations have 
passed, depending on the needs of the 
programmer[7].The basic structure of a GA is shown in 
Fig.4 
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Figure3. The multi-layers of feedforward networks. 

 
Figure 3.  The Basic Structure of a Genetic Algorithm. 

C.  Introduction to Simulated Annealing 
The algorithm is based upon that of Metropolis et al. 

[1-5], which was originally proposed as a means of 
finding the equilibrium configuration of a collection of 
atoms at a given temperature. As its name implies, the 
Simulated Annealing (SA) exploits an analogy between 
the way in which a metal cools and freezes into a 
minimum energy crystalline structure (the annealing 
process) and the search for a minimum in a more general 
system. SA's major advantage over other methods is an 
ability to avoid becoming trapped at local minima. The 
algorithm employs a random search which not only 
accepts changes that decrease objective function f, but 
also some changes that increase it. The basic principle of 
SA is as follows 

Given initial temperature maztt =0 and the initial 
point x , iterative steps 0=k  to calculate the function 

point value )( xf ; 
Randomly generated disturbance x∆ , a new point 
'x = x + x∆  was got, to calculate the new point of 

function values )( 'xf , and function margin value; 
)()( ' xfxff −=∆  

If 0≤∆f , then accept the new solution as the the 

initial point of next simulation, if 0>∆f , then 
calculate the probability of a new 

point )/exp()( kTffP ∆−=∆ , resulting evenly 

distributed random number r in interval ]1,0[ , r  ]1,0[ , 

if rfP ≥∆ )( , then accept new simulation points as the 
next initial point; otherwise, abandon the new point, still 
use the original point as the initial point of the next 
simulation. 

The following three formulas are the main model for 
the simulated annealing algorithm. 
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III.  BRIEF INTRODUCTIONS TO ALGORITHMS 

A.  Defects of Classic BP Algorithm  
The neural network based on BP algorithm through a 

simple compound function of neurons, allowing the 
network with nonlinear mapping capability, such a 
network without feedback, are belonging to feed forward 
networks. Despite the improvement in theory and a wide 
range of practicality deciding its important position in the 
artificial neural network, but the algorithm itself has also 
an unavoidable flaws. The main problems can be 
summarized as follows:(1) local minimum point, (2)Slow 
convergence, (3)It is difficult to determine hidden layers 
and hidden layer nodes, (4)The poor learning and 
memory of network. 

B.  The Improved BP Neural Network Algorithm 
From the BP neural network algorithms and genetic 

algorithms speak its own characteristics, BP training 
algorithm is based on the error gradient descent 
mechanism that the weight inevitably fall into the local 
minimum points; GA is good at global searching, and 
search for precision appears to be partial capacity 
Inadequate. So, in this paper, the GA was used to 
optimize the weights of neural network. Before the 
genetic algorithm is conducted, a group of solutionswere 
generated at random. Among them, the individuals with 
higher fitness were selected according to the principle of 
survival of fittest to do selection, crossover and 
mutation[10]. After evolution from generation to 
generation, it will converge to the fittest individual at last. 
That is the solution of the problem. In this paper, it  was 
improved for four aspects. 
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1) According to the defect slow convergence of BP 
algorithm, in this paper, we adopt the measures of addind 
momentum to solve the problem, the principle is as 
follows: In practice, the choice of learning step  is very 
important, in the other parameters remain unchanged, 
while learning rate big fast convergence, but too much 
may cause instability; small oscillation can be avoided, 
but the slow convergence to resolve this contradiction is 
the easiest way to join the "momentum of." Momentum is 
in each weight regulation to add a proportional to the 
weight of the previous regulation of the amount of value 
for: 

)(
)(

)1( nw
nw

Enw ∆+
∂
∂

=+∆ φη                  (4) 

Where φ  is the momentum coefficient, the general 
range is ]9.0,0[ . After adding momentum, the regulation 
of weight is makd toward in direction of the bottom of the 
average, that is, momentum is played the role of buffer 
and gently, so that network convergence speed is 
regulated. 

2) The Best numberof  hidden nodes p : The 
network performance is impacted by the number of hidden 
nodes. when there is too many hidden nodes, it will lead to 
e-learning for too long, can not even convergence; and 
when there is less had hidden nodes, network has poor 
fault-tolerant capabilities. Best hidden nodes number p  
can be refered to the following formula:  

cmnp ++= 2/)(                        (5) 
Where n  is the number of input nodes; m  is output 

nodes; c is constant between 1~10. 
GA-based BP algorithms: BP network is one of the 

most widely used artificial neural network, is now widely 
used in signal processing, pattern recognition, system 
identification, adaptive control and other fields. But its 
easy in a local minimum point is the Achilles heel of BP 
algorithm, and the genetic algorithm as a global search 
algorithm, and BP algorithm, has many advantages, such 
as the most easily into the local advantages, in the error 
function can not be micro-or no gradient information, 
particularly ineffective However, the genetic algorithm is 
also unable to avoid the shortcomings, such as genetic 
algorithm local search capabilities, it is difficult to select 
parameters, such as defects. Based on the above theory, 
this paper GA algorithm BP algorithm and the respective 
strengths of the two organic combination of the 
completion of the common neural network weights and 
threshold adjustments. 

C.  Experimental Test  
The substance of XOR is a function mapping 

problems, and easy to fall into local minimum point, Thus 
it is often used to test the performance of neural 
networks. In the paper, we select a fully connected single 
hidden three-layer feedforward articial neural network 
(ANN), with input nodes 2=n , hidden nodes 5=p , 
output nodes 1=q , and learning samples is shown in 
Table 1 

Neural network control parameter analysis In the 
genetic algorithm algorithm , control parameters are the 
size of the main groups- popsize , cross-probability- cp , 

mutation probability- mp  and evolution of algebra-

epoch . the choice of parameters will affect the ultimate 
performance and efficiency of genetic algorithm. 

1)Determining the groups size: Group size of the 
operation of genetic algorithm objects. If the groups are 
too small, the sample reflected information are 
insufficient. Individual groups help us to identify the 
diversity of the overall optimal solution, otherwise prone 
to the phenomenon of precocious puberty, that is the 
convergence of local optimal solution. But the group size 
is too large, would also lead to the calculation of each 
generation groups increased volume may make the 
convergence rate is extremely slow. As shown in Fig.5. 
When the population number increase, the effective and 
efficient getting better and better, but a lot of time is 
wasted. for XOR problem, the best groups size is 
adoptas 40=popsize . 

2)Determining the crossover probability: If Crossover 
probability is big, individual update soon. But then it also 
brings disadvantages that destroyed excellent individuals. 
Under normal circumstances, the value of cp  is 0.5~0.8. 
As shown in Fig.6. , when the crossover probability was 
0.5, the algorithm convergence rate is rather slow; when 
the crossover probability was 0.95, the network error 
obviously have a lot of oscillation, only when cross-check 
the probability was about 0.8 , the computing effect was 
best. 
3) Determining the mutation probability: The value of 
mutation probability are often very small, typically 
0.001~ 0.1. As shown in Fig.7. The mutation probability 

mp =0.04 was the best . 

D.  Neural Network Control Parameter Analysis 
1)Determining Learning rate: Learning rate is too 

large, although the error can decline rapidly, but there 
may be great oscillation, if too small learning process is 
very slow. As shown in Fig.8, the initial learning 

8.0=η  was the best rate. 
2)The training results of momentum impact: Fig.9 and 

Fig.10 are the results of without momentum and with the 
momentum To change the default, adjust the template as 
follows. 

IV.  HYBRID GENETIC ALGORITHM DESCRIPTION 

TABLEⅠ 
LEARNING SAMPLES 

1x 0 0 1 1 

2x 0 1 0 1 

y 0 1 1 0 
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Figure 5.  The optimized effect by crossover rate  

 
Figure 6.  The optimized effect by mutation rate. 

 
Figure 7.  The analysis effective chart of population size 

Figure 4.  The optimized effect by leaning rate  

A.  The shortcomings and improvement of Genetic 
Algorithm 

Genetic algorithms are one of the best ways to solve a 
problem for which little is known. They are a very 
general algorithm and so will work well in any search 
space. Genetic algorithms tend to thrive in an 
environment in which there is a very large set of 
candidate solutions and in which the search space is 
uneven and has many hills and valleys. True, genetic 
algorithms will do well in any environment, but they will 
be greatly outclassed by more situation specific 
algorithms in the simpler search spaces[7]. 

SA's major advantage over other methods is an ability 
to avoid becoming trapped at local minima. The 
algorithm employs a random search which not only 
accepts changes that decrease objective function f, but 
also some changes that increase it. 

B  Hybrid Genetic Algorithm with introduction of 
Simulated  Annealing 

Based on the above discussion, combining with the 
advantages of genetic algorithm and simulated annealing 
algorithm and avoid their shortcomings, in this paper, 
hybrid genetic algorithm (HGA) is presented. The hybrid 
genetic algorithm takes genetic algorithm computing 
processes as the main processes, integrating of simulated 
annealing mechanism in which to further adjust and 
optimize the groups.The algorithm is designed as follows: 

• Given population size popsize and initializing 
operating parameters, running algebra 0=k , 
the initial temperature is 0tt k = , then randomly 
generates initial population )(kpop . 

• In the domain of each chromosome )(kpopi ∈  of 
groups )(kpop  the state )(iNj∈  was 
randomly selected according to acceptance 
probability of acceptance of simulated annealing: 

)})()(exp(,1min{)(
k

kij t
ifjftA −

−=          (6) 

• The fitness function )(1 knewpop  was  
calculated as follows: 

})(exp{)( min

k
ki t

fiftf −
−=

          (7)        
Where minf  is the minimum value in 

)(1 knewpop . Through the probability 
distribution determined by the fitness function, 
population )(2 knewpop  was generated from 
of randomly selection popsize  chromosomes 
in )(1 knewpop . 

• Crossover operator. In accordance with a two-
vector weighted average calculated as follows:. 
Were used to cross-convex, affine and linear 
cross-cross. After choosing the experiment in this 
article, the best stocks after cross. In this paper, 
when 1.121 ≤+ λλ , experiment show that the 
cross-linear results was best.after Crossover 
operator )(kcropop was got. 

Mutation operator. In accordance for non-uniform 
mutation, the specific operation, seen in[9]. After 
mutation, groups )(kmutpop was got. 

Let kk tt α=+1 , kk tt α=+1 , kk tt α=+1 , If meet the the 
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Figure 8.  With momentum  

Figure 9.  Without momentum  

 
Figure 11.The Basic Structure of HGA 

Figure 12. The evolution course of HGA 

rules of termination , end. otherwise return to (2). The 
calculation flow chart is shown in Fig.11. 

V.  HYBRID GENETIC ALGORITHM EXPERIMENTAL TEST 

A   Example1 
Considering the global maximum value calculation of 

Rosenbrock function: 

2,1    048.22.048-  s.t.   
)1()(100),( 2

1
2

2
2
121

=≤≤
−+−=

ix
xxxxxf

i        (8) 

The global  Optimal value of the function in the 
defined region is 3904.819, the Optimal  point is (-2.048,-
2.048). Comparing SGA with improved genetic algorithm 
in this article , the results are shown in Table 2. 

Through the experiment, the best function values from 
each generation are increased with the algebra and its 
trends are shown in Fig. 12 and Fig. 13. 

B   Example2 
Considering the global minimum value calculation of 

Shaffer function: 

22
2

2
1

2
2

2
1

2

21 )](001.00.1[
5.0sin

5.0),(
xx

xx
xxf

++

−+
+=

    (9) 

21      100100   .. ，=≤≤− ixts i  
The global  optimal value of the function in the defined 

region is 0, the Optimal  point is (0,0). Comparing SGA 
with improved genetic algorithm in this article , the 
results are shown in Table 3. 

Through the same experiment, the trend of Optimal 
objective function value searched in each generation 

changing with the increasing generation are shown in 
Fig.14 and Fig.15. The goal values in Fig.14 and Fig.15. 
are the opposite number of the original goal function. 

VI.  APPLICATION  

Using the algorithm proposed in this paper, calculate 
example in[22]. The optimize results of the objective 
function was 159.34, is superior to the result of 185.67 in 
literature [23][24]. 

A.  Simulation  
BP algorithm with the classic, traditional genetic 

algorithms and genetic With momentum improvement of 
hybrid neural network algorithm to train the network, the 
learning rate was 0.01, and expectative error was 0.001. 
Based on GA with momentum, the network training 
parameters are as follows: 

GA parameters: 
popsize＝40 

]10,10[−=W  
8.0=pc  
04.0=pm  
6000=epoch  

BP algorithm parameters 
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Figure 13. The evolution course of SGA 

 
Figure 16. Evolution curves compared with SGA 

 

Generation 

G
oal V

alue 

 
Figure 15. The evolution course of HGA 

 
Figure 14. The evolution course of SGA 

 
8.0=η  

05.11 =γ  
7.02 =γ  

5.0=φ  
The results of the simulation algorithm comparing with   

HGA are shown as Fig.16. And the optimize evolution 
curves is also shown in Fig.16. 

The algorithm presented in this paper increases the 
choosing scope of operations, to avoid in the early 
emergence of the phenomenon of super-chromosome of  
a simple genetic algorithm and increased the local search 
capabilities, and can escape from local minimum points. 
At the same time it can speed up the fitness function in 
the latter which increasing the speed of convergence. 
From comparison results in Fig.16, fully describes the 
advantages of improved algorithm in this article. 

VII.  ONCLUSIONS 

Artificial Neural Network (ANN) has outstanding 
characteristics in machine learning, fault, tolerant, 
parallel reasoning and processing nonlinear problem 
abilities. It offers significant support  in terms of 
organizing, classifying, and summarizing data. It also 
helps to discern patterns among input data, requires few 
one, and achieves a high degree of prediction accuracy 
racy. These characteristics make neural network 
technology a potentially promising alternative tool for 
recognition, classification, and forecasting in the area of 
construction, in terms of accuracy, adaptability, 
robustness, effectiveness, and efficiency. Therefore, 
quality application areas that require assessment and 
prediction  could be implemented by ANN. 

However, in practical applications of genetic algorithm 

TABLE II.   

COMPARISON OF RESULT (GENERATION: 300max =gen ,TIMES OF TEST:10) 

Algorithm Optimal value Average optimal value Optimal  point Average calculating time(s)
SGA 0.2327 0.4796 （6.2801，17.8602） 80 
HGA 0.0000 0.0151 (0.0098，-0.0077) 96 

 

TABLE I.   

COMPARISON OF RESULT (GENERATION : 100max =gen TIMES OF TEST :10) 

Algorithm Optimal value Average optimal value Optimal  point Average calculating time(s)
SGA 3896.1806 3876.7192 （-2.0363，-2.0017） 60 
HGA 3905.8427 3903.7366 (-2.04798，-2.04778) 72 
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to demonstrate the more serious question is "premature 
convergence" problem, less capable local optimization, 
the late slow convergence and can not guarantee 
convergence to global optimal solution and so on. In 
recent years, many scholars try to improve genetic 
algorithms, such as improving the encoding scheme, 
fitness function, genetic operator design. However, these 
improvements are all make in internal of the genetic 
algorithm and it has been proved that it is unable to 
overcome these shortcoming effectively. 

This article first introduced in neural networks and 
genetic algorithms briefly, and pointed out the respective 
merits of two algorithms, as well as the combination of 
two algorithms possibilities. After pointing the relative 
limitations in its application, overcome the genetic 
algorithm limitations in accordance with the idea of 
simulated annealing to. proposed HGA incorporates 
simulated annealing into a basic genetic algorithm that 
enables the algorithm to perform genetic search over the 
subspace of local optima. The two proposed solution 
methods were compared on Shaffer function global 
optimal problems, and computational results suggest that 
the HGA algorithm have good ability of solving the 
problem and the performance of HGA is very promising 
because it is able to find an optimal or near-optimal 
solution for the test problems. Finally, examples of 
comparing simple genetic algorithm and improved 
genetic algorithm, the results proved that the optimization 
effect of the genetic algorithm with introduction of 
annealing mechanism significantly was better than simple 
genetic algorithm and improved BP neural network 
algorithm. 
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