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Abstract—Anomaly detection approaches build models of 

normal data and detect deviations from the normal model 

in observed data. Anomaly detection applied to intrusion 

detection and computer security has been an active area 

of research. The major benefit of anomaly detection 

algorithms is their ability to potentially detect unforeseen 

attacks. In this paper, a novel weighted support vector 

clustering algorithm for anomaly detection is proposed. 

The weight to each input point is defined according to the 

position of samples in sphere space. The results of 

experiment demonstrate that the algorithm has excellent 

capability and applying it in intrusion detection system 

can be an effective way via using the data sets of KDD 

cup 99. 

Index Terms—clustering; support vector clustering; 

anomaly detection; outlier 

. INTRODUCTION 

Over the past ten years, the number as well as the 

severity of network-based computer attacks has 

significantly increased.  Attacks use weakness in the 

system to violate the policy, these weaknesses are 

called vulnerabilities.  The sophistication of attacks 

increased with self replicating codes, such as viruses, 

then password cracking (where the cryptographic 

password is broken), and on to the more sophisticated 

threats shown. Against this rising sophistication in 

threats, we have easy availability of hacking tools: 

hackers no longer have to be experts in computer 

science or security; they could use available tools.  For 

example, a tool such as nmap can be used to find all 

the open ports, a first stage in an attack. This 

combination of decreasing knowledge required of the 

attackers and the increasing sophistication of the 

attacks is giving rise to major security concerns. 

Consider in business field, customers will submit 

information via the Internet only if they are confident 

that their private information, such as credit card 

numbers, is secure. Therefore, today’s Web-based 

services must include solutions that provide security as 

a primary component in their design and deployment. 

Since traditional passive security such as firewalls and 

data encryption is insufficient to defend against attacks 

by crackers, Intrusion detection techniques which own 

active defense character have recently gained much 

attention. The goal of intrusion detection is to identity, 

preferably in real time, unauthorized use, misuse, and 

abuse of computer systems by both system insiders and 

external penetrators. The intrusion detection problem 

is becoming a challenging task due to the proliferation 

of heterogeneous computer networks since the 

increased connectivity of computer systems gives 

greater access to outsiders and makes it easier for 

intruders to avoid identification. 

As defined in [1], intrusion detection is the process 

of monitoring the events occurring in a computer 

system or network and analyzing them for signs of 

intrusions, defined as attempts to compromise the 

confidentiality, integrity, availability, or to bypass the 

security mechanisms of a computer or network. 

Various intrusion detection techniques are emerged in 

recent years, including neural network, genetic 

algorithm, fuzzy recognition, data mining, etc.  

In data mining, clustering is a popular technique 

used to group similar data points or objects in groups 

or clusters.  Traditionally clustering techniques are 

broadly divided in hierarchical and partitioning. 

Hierarchical clustering is further subdivided into 

agglomerative and divisive.  While hierarchical 

algorithms build clusters gradually, partitioning 
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algorithms learn clusters directly. In doing so, they 

either try to discover clusters by iteratively relocating 

points between subsets, or try to identify clusters as   

areas highly populated with data.  Partitioning 

algorithms are further categorized into probabilistic 

clustering (EM framework, algorithms SNOB, 

AUTOCLASS, MCLUST), k-medoids methods 

(algorithms PAM, CLARA, CLARANS, and its 

extension), and k-means methods. Such methods 

concentrate on how well points fit into their clusters 

and tend to build clusters of proper convex shapes. 

Clustering methods have been dealt with the 

intrusion detection problem [2, 19, 20, 21, and 24], 

since they can help current intrusion detection systems 

in several respects. An important advantage of using 

clustering to detect network attacks is the ability to find 

new attacks not seen before. This implies that attack 

types with unknown pattern signatures can be detected. 

Support vector clustering (SVC) originated from 

the concept of support vector machines. Kernel 

methods are the basis of the support vector clustering 

approach [6, 7], this method defines a nonlinear 

mapping between the input space and feature space 

through a kernel function, then find a hyper sphere 

with minimal radius that contains most of the mapped 

data points. The decision boundary in the input space 

is represented by a hyper sphere in the higher 

dimensional feature space. In [3], the thesis presents 

basic principal and advantages of SVC; however, the 

weakness of SVC algorithm is the high false alarm rate. 

This paper improves the traditional SVC algorithm and 

proposes a weighted support vector clustering 

algorithm, and applies the novel algorithm to anomaly 

intrusion detection. The main challenge of anomaly 

detection is to minimize false alarm rate. The improved 

SVC clustering algorithm in this paper is effective to 

reduce false positive rate with a desirable detection 

rate. The proposed approach is evaluated using the 

KDD’99 dataset, which were used for the third 

International Knowledge Discovery and Data Mining 

Tools Competition. Our experimental results show that 

experiments on real-time intrusion detection achieve 

higher attack detection rate with lower false positive 

rate.

The rest of this paper is organized as follows. The 

anomaly detection methods using clustering will be 

described in section . Section  presents a 

weighted support vector clustering algorithm. In 

section , we introduce the new weighted SVC 

method to network intrusion detection and present the 

experimental performance evaluations upon KDD 

Cup'99 data set. Some concluding remarks are given in 

Section .

. ANOMALY DETECTION USING 

CLUSTERING 

The existing intrusion detection methods fall in two 

major categories: signature detection (also known as 

misuse detection), and anomaly detection. Anomaly 

detection has been an important subject in intrusion 

detection research. Anomaly detection approaches 

build models of normal data and then attempt to detect 

deviations from the normal model in observed data [8, 

9, 10, and 11]. These algorithms can detect known 

intrusions and new types of intrusions, because these 

new intrusions, by assumption, will deviate from 

normal network usage. This approach is 

complementary with respect to signature detection, 

where a number of attack descriptions are matched 

against the stream of audited events, looking for 

evidence that one of the modeled attacks is occurring 

[12, 13, 14]. 

Signature detection methods are well understood 

and widely applied. They are used in both host based 

systems, such as virus detectors, and in network based 

systems such as SNORT [25] and BRO [26]. These 

systems use a set of rules encoding knowledge gleaned 

from security experts to test files or network traffic for 

patterns known to occur in attacks. In spite of the fact 

that signature detection models have high degree of 

accuracy in detecting known attacks and their 

variations, their obvious drawback is the inability to 

detect attacks whose instances have not yet been 

observed. Misuse detection can only detect attacks that 

are well known and for which signatures have been 

written.  

Anomaly detection is a harder problem than 

signature detection because while signatures of attacks 

can be very precise, what is considered normal is more 

abstract and ambiguous. In anomaly detection problem, 

given a set of normal data to train from, and given a 

new piece of test data, the goal of the intrusion 

detection algorithm is to determine whether the test 

data belong to “normal” or to an anomalous behavior. 

Though anomaly detection can detect novel attacks, it 

has the drawback of not capable of discerning intent; it 

can only signal that some event is unusual, but not 

necessarily hostile, thus generating false alarms. 

There are two major categories of anomaly 

detection techniques, namely supervised and 

unsupervised. In supervised anomaly detection, given a 

set of normal data to train on, and given a new set of 

test data, the goal is to determine whether the test data 
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is ‘normal’ or anomalous. Recently, there have been 

several efforts in designing supervised network-based 

anomaly detection algorithms, such as ADAM [28], 

PHAD [31], NIDES [27], and other techniques that use 

neural networks, information theoretic measures, 

network activity models, etc. Unlike supervised 

anomaly detection where the models are built only 

according to the normal behavior on the network, 

unsupervised anomaly detection attempts to detect 

anomalous behavior without using any knowledge 

about the training data. Unsupervised anomaly 

detection approaches are based on statistical 

approaches [15], clustering [33], outlier detection 

schemes [22, 34], state machines [32], etc. 

Most data sets contain one or a few unusual 

observations that do not seem to belong to the pattern 

of variability produced by other observations. When an 

observation is different from the majority of the data or 

is sufficiently unlikely under the assumed probability 

model of the data, it is considered an outlier. Outliers 

are likely indicating some special condition 

information. In unsupervised anomaly detection 

approaches, they detect attacks by determining unusual 

activities from data under two assumptions. The first 

assumption is that the number of normal instances 

vastly outnumbers the number of anomalies. The 

second assumption is that the anomalies themselves are 

qualitatively different from the normal instances. The 

basic idea is that since the anomalies are both different 

from normal and are rare, they will appear as outliers 

in the data which can be detected. If the two 

assumptions can not be attained, then UAD algorithms 

will be poor in detecting novel intrusions. For example, 

an unsupervised algorithm will have a difficulty 

detecting in a syn-flood DoS attack. The reason is that 

often under such an attack there are so many instances 

of the intrusion that it occurs in a similar number to 

normal instances. Thus, UAD algorithms may not label 

these instances as an attack because the region of the 

feature space where they occur may be as dense as the 

normal regions of the feature space. 

Unlike standard supervised support vector 

machines that require labeled training data to create 

their classification rule, the SVC algorithm belongs to 

unsupervised learning algorithm. It does not require 

training data to be labeled to determine a decision 

surface. The idea of anomaly detection method using 

SVC algorithm is: First map the data points via kernel 

function to a new high-dimensional feature space, then 

find outliers according to the position of points in 

feature space, thus we can detect anomaly intrusions 

[16]. 

Whereas the supervised SVM algorithm tries to 

maximally separate two classes of data in feature space 

by a hyper plane, the unsupervised algorithm attempts 

to separate the entire set of training data from the 

origin, to find a small region where most of the data 

lies and label data points in this region as one cluster. 

Points in other regions are labeled as another cluster. 

Intrusion detection systems (IDSs) are specific 

tools that are looking for malicious behavior, and when 

detecting it, they can take immediate appropriate action 

to prevent the attack. The action may be to send an 

alert, redirect the attack, or prevent the malicious 

behavior, and if the threat is a high risk, the IDS will 

alert the appropriate people like system administrators. 

IDSs can be used to detect a wide range of those 

events like: password cracking, protocol attacks, buffer 

overflows, illegal data manipulation, unauthorized file 

access, and many others. There exist two different 

sorts of network intrusion detection systems: signature-

based and anomaly-based; both types are affected by a 

high false positive rate.     

Anomaly detection systems (ABSs) first capture 

the network traffic and constructs dataset by pre-

processing. After that, the statistical patterns are built 

over the dataset using clustering algorithm, and then 

flag any behavior that significantly deviates from the 

patterns as an attack. With the built patterns, we can 

find outliers related to each pattern. This is achieved 

by implementing a distance function and setting a 

threshold value: when the distance between the input 

sample and the pattern exceeds the threshold, then the 

sample is considered as outliers and the system will 

raise alerts. 

After capturing network traffic and performing 

normalization on the data, we can cluster very large 

datasets with high dimensionality produced by network. 

Data transformation such as normalization may 

improve the accuracy and efficiency of mining 

algorithms involving neural networks, nearest neighbor 

and clustering classifiers. Such methods provide better 

results if the data to be analyzed have been normalized, 

that is, scaled to specific ranges such as [0.0, 1.0]. For 

distanced-based methods, normalization helps prevent 

attributes with initially large ranges from outweighing 

attributes with initially smaller ranges [17]. 

There are many methods for data normalization 

includes min-max normalization, z-score normalization 

and normalization by decimal scaling. We use max-

min normalization method in this paper, which is 

shown in Eq. (1). The method performs a linear 

transformation on the original data. Suppose that 

mina and maxa are the minimum and the maximum 

values for attribute A. Min-max normalization maps a 

value v of A to 'v  in the range [new- mina , new-
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maxa ] . 

min
( - max -min )

max min

a
a a

a a

v
v new new            (1)  

Normalization can change the original data and it is 

necessary to save the normalization parameters (the 

minimum and the maximum values) so that future data 

can be normalized in the same manner. 

. A WEIGHTED SUPPORT VECTOR 

CLUSTERING ALGORITHM 

The mathematical formulation of weighted SVC 

algorithm is as follows. Assume given a data set 

{ }ix  of N points, with
dR , the input data 

space. A nonlinear mapping function  is used to map 

into a high-dimensional feature space. The objective 

is to search for the smallest enclosing sphere of radius 

R expressed in the following optimization problem: 
2

, ,
min

i
i i

R a
i

R C s

           Subject to 

2 2( )

0,

i i

i

x a R

i
         (2) 

Where R is the radius and the center of the enclosing 

sphere is the point a; i is a slack variable; allowing 

for soft boundaries; C is a constant that determines the 

tradeoff between the volume of the hyper sphere and 

the number of the outliers; is is the weight of a certain 

input sample point. 

To solve this problem we introduce the Lagrangian: 
22 2( ( ) )i i i i i i i

i i i

L R R x a C s     (3) 

Where 0, 0i i  are Lagrange multipliers, and 

i i

i

c s  is a penalty term.   

The Wolf Dual [4, 5] optimization problem is 
2

.

max ( ) ( ) ( )
i

i i i j i j

i i j

W x x x

. .s t   1i

i

and 0 i is C                 (4) 

And the Karush–Kuhn–Tucker conditions [6]: 

0i i

     
22( ( ) ) 0i i iR x a      (5) 

In Eq. (4), the dot product ( ) ( )i jx x represents 

the Gaussian kernel transformation by 

2

( , ) i jq x x

i jK x x e with width parameter q. The 

Lagrangian W now can be written as: 

,

( , ) ( , )i i i i j i j

i i j

W K x x K x x     (6) 

The distance between a point in the feature space 

and spherical center is: 
22 ( ) ( )R x x a

,

( , ) 2 ( , ) ( , )i i i j i j

i i j

K x x K x x K x x          (7) 

Data points lying on the surface of the sphere in the 

feature space are called support vectors (SVs) 

when 0 i is C . SVs can be used to describe the 

hyper sphere in the feature space. A point ix  is outside 

the sphere if the corresponding slack variable 0i .

From the KKT condition we know that i is C , thus, 

we refer to those points as bounded support vectors 

(BSVs). Those points do not exist when C 1 Similarly, 

a point ix  located inside the sphere when 0i .

The radius R of the sphere can be obtained by 

R= { ( )iR x ix is a support vector}                 (8) 

A point x is an outlier if R(x) > R.

We can extend the single cluster case to a multiple 

cluster problem by using the method given in [3]. We 

apply a weight to each input point of SVC and 

reformulate SVC into weighted SVC such that 

different input points can make different contributions 

to the learning of cluster boundaries in high 

dimensional feature space. Smaller values of is  make 

the corresponding point ix  less important in the 

training. The weight is  is defined by not only the 

relation between a sample and its cluster center but 

also by the affinity among samples. The affinity among 

samples is defined using a sphere with minimum 

volume while containing the maximum of the samples. 

We use two different ways to compute weight of 

samples inside sphere and out sphere respectively. The 

affinity-based weight computation formula is 

1 ( )
0.6*( ) 0.4, ( )

1 ( )

1
0.4*( ), ( )

1 ( ( ) )

i
i

i

i

i

i

d x R
d x R

d x R
s

d x R
d x R

               (9) 

Where R is the spherical radius in feature space; 

( )id x  is the distance between ix  and the spherical 

center a in feature space, from (7), one can compute 
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the distance between x and spherical center a in feature 

space as 

( ) ( )i id x x a
1 2

,

( ( , ) 2 ( , ) ( , ))i i i j i j

i i j

K x x K x x K x x            

1, ,i N                                                       

(10) 

Outliers are located outside the hyper sphere in the 

feature space; the weight of each outlier is lower than 

0.4, and the lower the weight of sample, the more 

possibility that the sample is outlier. 

. EXPERIMENTS 

We tested our new weighted support vector 

clustering methods using the 1999 KDD Cup network 

intrusion dataset [18]. It originated from the 1998 

DARPA Intrusion Detection Evaluation Program 

managed by MIT Lincoln Labs. It contained a wide 

variety of intrusions simulated in a military network 

environment. The DARPA’98 data contains two types: 

training data and test data. The training set consisted of 

approximately 4,900,000 data instances, each of which 

is a vector of extracted feature values from a 

connection record obtained from the raw network data 

gathered during the simulated intrusions. The testing 

set consists of two weeks of traffic with around 

300,000 connections. A connection is a sequence of 

TCP packets to and from some IP addresses. The TCP 

packers were assembled into connection records using 

the Bro program modified for use with MADAM/ID. 

Each connection was labeled as either normal or as 

exactly one specific kind of attack. All labels are 

assumed to be correct. The training set was used to set 

parameters values for the algorithm and the second, the 

test set, was used for evaluation. 

The data contains four main categories of attacks: 

DoS, R2L, U2R and PROBING. DoS (Denial of 

Service), for example, ping-of-death, teardrop, smurf, 

SYN flood, etc.; R2L, unauthorized access from a 

remote machine, for example, guessing password; U2R, 

unauthorized access to local super user privileges by a 

local unprivileged user, for example, various buffer 

overflow attacks; PROBING, surveillance and probing, 

for example, port-scan, ping-sweep, etc. 

In a Denial-of-Service (DoS) attack, the attacker 

attempts to use up all the victim system’s resources like 

memory or bandwidth. When the attack is successful, 

legitimate users can no longer access the resources and 

the services offered by the server will be shut down. 

According to the 2002 CSI/FBI survey, 40% of all 

attacks are DoS attacks. An attack can be directed at an 

operating system or at the network. The attacker may 

send specially crafted packets that crash remote 

software/services running on the victim server. It will 

be successful if the network is unable to distinguish 

between legitimate traffic and malicious or bogus 

traffic. 

While the detection system was able to detect most 

types of attacks well, it was not able to detect DoS 

attack well because this type of attack using the feature 

space was in the same region as normal data. 

The experiment procedures consist of three steps: 

First, preprocess the captured network data packets and 

constructs dataset; then divide original data into 

training data and test data; lastly, use our new

clustering method to label network connection records, 

and give the detection threshold, according to the 

threshold computed the detection rate and false positive 

rate.

A. Feature construction 

Each record collected in the experiments contains 

41 features describing the connection, with most of 

them taking on continuous values. It is labeled either 

normal or one of the attack types. The 41 features can 

be divided into three groups: the first group is the basic 

features of individual TCP connections, for example, 

duration, protocol type, number of bytes transferred, 

the flag indicating the normal or error status. The 

second group is the content features within a 

connection suggested by domain knowledge, such as 

the number of file creation operations, number of failed 

login attempts. And the third group is the traffic 

features computed using a two-second time window. 

Many of these features are redundant, so we only 

select 18 features which can reflect the behavior of 

users as research objects. They are duration, 

protocol_type, service, src_bytes, and dst_bytes, etc. A 

description of the 18 selected features is listed in Table 

1.

Although we have use all three groups of features 

for our experiments, it is well known that constructed 

features from the data content of the connections are 

more important when detecting R2L and U2R attack 

types, while “time-based’ and “connection-based” 

features were more important for detection DoS and 

probing attack types[23].  

Table 1. Feature description of network connection records 

Feature Name Description

duration of seconds of the connection 

protocol type Type of the protocol 
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service Network service on the destination 

flag Normal or error status of the connection 

src bytes of data bytes from source to destination 

dst bytes of data bytes from destination to source 

land 1: connection is from or to the same host 

or port; 0: otherwise 

Wrong fragment of “wrong” fragments 

urgent of urgent packets 

count of connections to the same host 

srv_count of connections to the same service 

serror_rate of connections with SYN errors to the 

same host 

srv_serror_rate of connections with SYN errors to the 

same service 

rerror_rate of connections with REJ errors to the 

same host 

srv_rerror_rate of connections with REJ errors to the 

same service 

same_srv_rate of connections to the same service 

diff_srv_rate of connections to different services 

srv_diff_host_rate of connections to different hosts 

As mentioned in section unsupervised anomaly 

detection algorithms are sensitive to the ratio of 

intrusions in the data set. If the number of intrusions is 

too high, each intrusion will not show up as anomalous. 

In order to make the data set more realistic we filtered 

many of the attacks so that the resulting data set 

consisted of 1 to 2% attack and 98 to 99% normal 

instances. 

To meet the needs of two hypothesizes in the 

detection algorithm, we sample five groups of data 

from the whole detection dataset for experimental data, 

each group contains 158000 records, including 154900 

normal records and 3100 anomalies, the percentage of 

normal records in each group is more than 98%, the 

amount of normal data is much more than anomalies. 

B. Experimental Results 

The accuracy of an intrusion detection system is 

measured by its detection rate and its false alarm rate. 

The detection rate (DR) is defined as the number of 

intrusion instances detected by the system divided by 

the total number of intrusion instances present in the 

test set. The detection rate of our detection approach 

over the KDD’99 testing data is computed by using 

Equation (11).  

        1

1

no. of  detected attacks

no. of total attacks

n

service

n

service

DR
               (11) 

The false alarm rate (FPR) is defined as the total 

number of normal instances that were (incorrectly) 

classified as intrusions divided by the total number of 

normal instances. We calculate the false positive rate 

of the detection approach using Equation (12). 

1

1

no. of false alarms

no. of total normal records 

n

service

n

service

FPR
             (12) 

 These are good indicators of performance, since 

they measure what percentage of intrusions the system 

is able to detect and how many incorrect classifications 

it makes in the process. A good method should provide 

a high Detection Rate together with a low False Alarm 

Rate. These values are calculated over the labeled data 

to measure performance. 

The experimental results are presented in Table 2. 

Table 2.  Average detection rates from the weighted SVC  

Sample Set Detection (%)      False Alarm Rate (%)

First Group                  98.81                         0.91 

Second Group              99.06                         0.75 

Third Group                99.37                         0.48 

Fourth Group              99.14                         0.60 

Fifth Group                 99.25                         0.72 

The Whole                 99.12                         0.69 

As shown in Table 2, our proposed weighted 

support vector clustering scheme works effectively in 

identifying the attacks. Most attacks can be 

distinguished from the normal activities and its 

detection rate is as high as 99.12%.  At the same time, 

the false alarm rate as low as 0.69%. 

Plotting the detection rate as a function of the false 

alarm rate, we end up with what is called a ROC 

(Receiver Operating Characteristic) curve. ROC curves 

are plotted depicting the relationship between false 

positive and detection rates for one fixed training/test 

set combination. ROC curves are a way of visualizing 

the trade-off between detection and false positive rates. 

The nearer the ROC curve of a scheme is to the upper-

left corner, the better the performance of the scheme is. 
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Figure 1.   ROC curves of three anomaly detection methods 

Compared to other unsupervised anomaly based 

systems, such as k-means and SVC, our proposed 

weighted SVC approach performs best, as shown from 

the ROC curves in Fig. 1. It is the only method that 

works well at low false alarm rate. Its stability and 

reliability is apparently better than the other detection 

methods. 

. CONCLUSIONS 

The paper proposed a novel weighted support 

vector clustering algorithm, and it can cluster large 

data set and high-dimensional data effectively. As 

more and more organizations become vulnerable to a 

wide variety of cyber threats, it is important to have an 

efficient algorithm that is capable of distinguishing 

between the attacks and normal connections. We have 

also introduced the proposed SVC method to network 

intrusion detection. The experiments with KDD Cup 

1999 data demonstrate that our proposed method has 

efficient performance in network intrusion detection. 
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