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Abstract—Although documents have hundreds of thousands
of unique words, only a small number of words are
significantly useful for text analysis. Thus, featue selection
has become an important issue to be addressed inricas
text analysis studies. A number of techniques and
algorithms for feature selection are available, but
unfortunately, it is hard to say that a certain algrithm
overcomes the others, because feature selection uks
mostly depend on the source documents. We shouldcgi
and choose the appropriate algorithm and the bestubset of
feature words whenever we need to analyze source
documents. In this paper, we present a framework rmaed
‘PicAChoo’, which stands for ‘Pick And Choose’ that
enables customizable feature selection environmentby
composing several primitive feature selection metlus
without hard-coding. As indicated in the name, this
framework provides many strategies for extracting
appropriate features and allows dynamic compositios
among several feature selection methods. In additg it tries
to give users an environment that utilizes linguist
characteristics of textual data, namely part-of-spech,
sentence structures, and so on. Finally, we illusite that
selected feature words can be used for various irligent
services.

Index Terms—text analysis, feature selection,
composition, feature storing model, complex feature

dynamic

. INTRODUCTION

and feature selection is the first and most sigaift task
that should be considered.

Manual feature selection is the first option we can
consider for identifying important feature worda. this
approach, we are able to recognize only a few dichit
words but do so very accurately by actually readieg
documents. However, it is a really time-consumiaskt
and we might miss some important features due hoalmu
error. Furthermore, sometimes we need to do feature
selection once and again according to source doaiame
because the words contained in each document neust b
different from each other. Consequently, manualufea
selection promises reliable feature words, but gt i
difficult to take care of all documents by hand.

Automatic feature selection[5] aims to reduce manua
efforts effectively, and many researchers havensitely
studied several aspects of the technique. Espgciall
number of statistical approaches based on reasmnabl
heuristics have been introduced so far. Some
representative examples are document frequency,
information gain, mutual information, and so on.e$é
methods automatically estimate the importance chea
feature word so that we can see which featuresnare
important than others. The number of automaticufeat
selection methods is huge, and those methods Bctual
work nicely. However, it seems that there are stiline
sophisticated tasks that require valuable manuak \vg
researchers. As different features can be important

As the number of documents on the World Wide Webyifferent source documents, we may need to choose

is increasing dramatically every day, many reseach
are trying to analyze those documents in ordeiffer an
intelligent service. However, acquiring useful kneslge

different feature words for different documents. afth
going through this process, deciding an appropriate
selection algorithm can be a serious problem. wfiteh,

from the huge number of unstructured documentts nywe need to check selected features in order toiroonf

that easy. Even knowing which part of the docunient
important is difficult, because a document considtso

their quality. In other words, we should ‘Pick And
Choose’ the proper algorithm and a set of featuoeds

many individual words. Thus, in many cases of texy examining numerous candidates that would be table

analysis we usually define or extract a few impuotrta
feature words to be used for our specific applarati For
example, some applications utilize feature wordstdat
classification[1][2], and others summarize usemhmns

show different benefits.

Implementing many different selection methods by
hard-coding is very difficult and time-consumingo T
remedy this problem, we looked for a supportingd that

according to product features[3][4]. There have rbeenelps us apply several selection methods in runtime

numerous approaches for selecting useful featumelsyo
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text analysis, but feature selection needs moreandidate feature. A number of measures have airead
sophisticated assistance. For example, tf-idf is ohthe  been examined so far[8], but we still have a chatoce
most popular methods for feature selection. Almalst apply our brand-new heuristics and statistical ysial
existing tools support the method naively. Howewee, For example, we have considered a document as a bag
need to think of the method as actually a compmsitif  of-words model that doesn’t think of the sequende o
term frequency and inverted document frequencywords, but there can be another document model from
Traditional tools deal with the tf-idf method asa&omic  computational linguistics[9].
unit, and they have focused on complete analyzsgst Filtering: Candidate features get corresponding scores
and high-level mining tasks such as clusteringafter the scoring stage. Then, we can ignore some
classification, etc. We believe if we define someineligible candidates below the threshold. We dmned
primitive methods and provide an environment alloyvi to finalize feature words manually.
dynamic composition of primitive methods, we wik b Since feature selection is a complex task thattbas
able to pick and choose appropriate features inoeem deal with a huge number of data, some supportiots to
sophisticated way. have already been developed. Especially, there are
In this paper, we propose a tool that reduces manuaeveral tools available for free on the Internat text
efforts for feature selection, and we focus on ecd#jg  analysis. RapidMiner[10] (formerly YALE) is an open
feature selection stage enabling customizable ffeatusource data mining solution that is widely used by
selection. To do that, we defined and implementades researchers. The modular operator concept of tluicao
primitive and composite methods. The rest of ttapgy  allows the design of complex nested operator chaina
is organized as follows. In section 2, we introdtlse  number of learning problems. It was implementedana
background and related work. Section 3 stresses olanguage, and about 400 operators are available avit
objectives in terms of designing a tool, and sectb convenient graphical user interface. GATE[11] stafat
gives a detailed explanation of the implementation. a General Architecture for Text Engineering. Itlites
section 5, we examine cases in which the system wamsany algorithms for NLP (natural language procegsin

applied, and we draw a conclusion in section 6. and tries to divide overall processes into datalsakema,
user interface, and algorithms. The separationysfesn
Il. RELATED WORK architecture has brought reusability to individual

algorithms. GATE was also implemented in Java
language with a graphical user interface. Weka[$23
Java software package including a collection of e

Theoretically, the origin of feature selection is
dimensionality reduction, which is a preprocessiep

of data mining. The objective of dimensionality uetion learning algorithms for data mining tasks. Wekataors

is reducing the number of target'source documests Fools for data preprocessing, classification, resgjan,
well as keeping the level of achievement of theadatclustering, visualization, and feature selectidncdn be

ml(;ungdtask. In dother W?rdsr,] thlg bresqlt 'Idergvzgglftro used in different ways such as application progralgm
reduced source documents shou € simiiar 1o r interface, command line, and graphical user interfa

from original documents. In fact, the preprocesdamgk Unfortunately, many earlier tools tried to suppart

_crr;\]n t&gﬁcategorléet(j Into Iﬁau{lre S.elfﬁt'to? atnd “g&m entire data mining processes, which means thera is
€ dierence between the two 1S thal Tealurecier — ;iiaiion to design a new type of method with ¢ixig

identifies important feature words from entire smur o\ o words, to the best of our knowledige
documents, but feature extraction represents arndect earlier tools only support to apply existing featur
as a 'vector of feature words. In other words, iegtu selection methods rather than to create a new metho
selection prepares featurgs to be used for Iearalng addition, most previous tools consider textual dadaa
model, and feature exiraction actually uses theahrd meaningless literal; namely, it remains to be demm to
order to classify documents. In this paper, we deil apply the characteristics of textual data. For thison,

featu_re selection, and we be"e"e. it_helps people 'PicAChoo concentrates on a specific feature selecti
acquire better understanding of their data byrtglthem area, and enables dynamic composition of several

which features are important and how they are edla selection methods. Moreover, PicAChoo applies both

each other. . several NLP tools and statistical analysis tooleriter to
Generally, feature selection for textual data 90€3y 041 with textual data characteristics

through the following stages:

Preprocessing: First of all, we should tokenize a
document into individual words. At the same times w
may be able to attach additional information towweds. As we have mentioned, our system has two major
Many NLP (natural language processing) techniq@es ¢ design goals; the first is supporting dynamic cosifan
be used for gathering this information. In additidaring among primitive methods, and the second is utijjzin
this stage, we generate candidate feature words theextual data characteristics. Basically, featulectmn is
would be evaluated later. Most researchers hava source-dependent and purpose-dependent task. To
determined nouns or noun phrases as candidatitain the appropriate feature, we need to selempep
features[6][7]. algorithms according to our purpose and application

Scoring: By using statistics of the candidate featuresdomain. Consider a situation in which you want etest
we are able to determine the importance of eacfeatures by using an existing selection methodh as

[ll. DESIGNGOALS

© 2010 ACADEMY PUBLISHER



JOURNAL OF SOFTWARE, VOL. 5, NO. 2, FEBRUARY 2010 181

TABLE I. PROCESSINGSTEPS OFPICACHOO SYSTEM

Processing Step Applied Technologies Description

NLP Techniques It takes a huge number of documents as input, andrgtes candidate features

reprocessing Stemming, Tagging, Parsing indicating word sequences of nouns

Term Weighting Methods With given candidate features, it determines sigaifce for each candidate feature.

Scoring . S A (candidate feature, score) pair is called asoaestfeature. A scored feature set
with Statistics .
consists of scored features
Customizin Composition with Logical and| It takes two or more scored feature sets as igmat,compounds features with logical
g Arithmetical Operators and arithmetical operators. Finally, it yields anpmsite scored feature set
I I It reduces scored features by applying threshdladegadynamically, and users ma;
Filtering Threshold & Manual Filtering Y appying Y y Yy

finalize selected features with manual filtering

information gain; it is a very simple task, becamsest of stemming form, and so on. Furthermore, we need to
the existing tools can make you have the featuresupport many types of statistical feature selection
However, what if you want to make some change$fidéo t methods. In other words, all of our primitive and
information gain method? What if you want to create composite methods have to be based on a certaurdea
brand-new method? What if you want to compose thosstoring model. For this reason, the storing modebktm
methods? In this situation, you have to make youn o contain additional information to be used for featu
tool from scratch. We concentrated on providing arselection methods. The statistical information da
environment in which you can apply several feature@edundant, but it reduces the need for processiigee
selection methods without hard-coding. To achievie t documents every time. Finally, we designed a featur
objective, we prepared four types of primitive nogth  storing model, and it will be discussed later.
that make a feature set, and we suggested two types
composite methods to compose several feature sets. IV. PICK AND CHOOSE INACTION

One of the most important things we have to comside
is that text is not just literal but also a semeadlty
significant unit including linguistic characterissi In text
analysis, we have taken advantage of many NL
techniques to obtain linguistic characteristicsnfroaw A, Processing Steps

texts. For instance, we have used part-of-SpeeBileta  The gverall processing steps of our system arelgimp

stemmer, parser, and so on. Nevertheless, in &t &f o, ressed in Table I. There are four processingsste

featurel selection, mo§t conventional tools stilhsider namely, preprocessing, scoring, customizing, altetifig.
words just as a meaningless sequence of charaat®ls, T ee steps are the same as in the conventioniréea

only consider whether the specific word appearsh  ggection tasks, but the customizing step is whaheve
document or not. In contrast, we attempt to utibzene jnioquced in this paper. In section 2, we haveady
linguistic characteristics for feature selectione\applied  goon what preprocessing, scoring, and filtering ata

not only traditional NLP techniques but also Some&, ey the customizing step merges several feasets
statistics such as co-occurrence relationships dmw by using pre-defined composite methods.

featy_re words and sequential patterns in a sentdnce " Ag each stage has different input and output fosmat
addition, we also considered context words thatriles many technologies are applied to the formats. For
the context of the select_ed feature words._ Gengrall example, the preprocessing step takes a huge nushber
word cannot be meaningful enough without otheryoc ments to be analyzed, and makes some candidate
information. For example, in product review SeNBSIC  featres as a result. Since we generate candidaterés
size’ can be a good featurg word, bu‘t we ‘canno‘tis sequences of nouns that appear in documenisete
understand what customers tried to say. ‘Big,” 'BMa 5 tokenize documents and have to attach parteéaip
good,” ‘bad,” or some other words will be able 10 intormation to each word. In the case of the sapstage,
describe the feature word, and make the featured Wofye s several methods to estimate the importahce o
useful. : . each candidate feature. We define a primitive nettma

It should be noted that we need a special storiodeh  \othod that can calculate the corresponding score f
to enable the above design goals. For exampladerdo  gach candidate feature. A number of traditionagcn
utilize these textual data characteristics, we BhoOU athods can be adopted as primitive methods by
exploit a more complex document model than theq|oying this definition. Especially, statisticsaged on
conventional bag—of—wqrds model[13]. In the bag-of-y,o oocyrrence of each feature can be used faacthreng
words model, a text is represented as an unorder ge. In terms of the customizing stage, we receiv
collection of words. On the other hand, our modekcoreq features and adjust their scores. Different
considers additional metadata for individual worsisgch primitive methods make different feature scores ae
as part-of-speech, the position in the documeng th.5, compose those scores by using logical and

In this section, we describe the processing stéplseo
system. In particular, the implementation of eatdges
Igvill be illustrated with detailed examples.
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arithmetical operators_ To enable the Compositm TABLE Il.  FEATURE SELECTION METHODS INPICACHOO
customizing stage uses the same formats as the amglu Category Method Options
output. The composition of the scores can be seea a Frequently used (TF)
composition of primitive methods. In the tf-idf ewple Frequency-based Widely used (DF)
we mentioned, idf can be seen as (1/df). Therefaee, Threshold
can create a complex feature selection method lyggo Fixed-size window
through the customizing stage. Finally, the filbgristage Primitive Co-occurrence (left, right, both)
applies the threshold value dynamically in ordeihie Sentence
ineligible features, and we can manually finalietested Pattern-based Sequential patterns
features to be used for intelligent user applicetio (posiliteral)
Plug-in Anything

B. Document Preprocessing Composite Logical And, Or

In the preprocessing phase, the system receives|a P Arithmetical t-*N%

number of documents and extracts some useful daita f
those documents. Raw text could be analyzed bpwsari of features. The second role is to decide the itapoe of
NLP techniques, and the analysis is usually peréarimy  the selected features. In other words, a spediicriahm
the preprocessor. The preprocessor tokenizes datameis not important if it can make a feature set, udahg
by using some useful tools[14][15], and simultarstpu features and corresponding scores. We already ajmse!
it enriches each word with additional informatiench as  some primitive built-in functions, as you can sed able
part-of-speech, a stemmed form of the word, doctmenl. The first type of primitive methods is a frequoy-
ID, including the word, a sentence number, positidn based method. It concerns how many times the word
the word in the sentence, and so on. At the same, the appears (term frequency) and how many documents
preprocessor also extracts and stores candidatierdea contain the word (document frequency). The threshol
We identify candidate features by using part-ofegie value is given for selecting features accordingtheir
information and length options defined by the usar  appearance scores. The second type of primitivéadet
instance, suppose the user selects an option Heat tis a co-occurrence-based method. It concerns whethe
maximum length of candidate feature is 2. We caminb there is an appropriate word within a given rangeat.
all sequences of the forms ‘noun’ and ‘noun noun.” The range can be a sentence or a fixed size window
addition, we store statistical information aboubhdidate around a candidate feature. The occurrence conditm
features as well as tokenized documents. The paosittf ~ be described by using part-of-speech tags or slitergls.
occurrence for each candidate are preserved for tHevery option is dynamic so that we can create testl
purpose of primitive methods. runtime. The third one is a pattern-based methodneS

As a result, to store and to utilize all above infation, features obeying the pattern rules are selectdulild a
we have designed a feature storing model. It costai subset of features. Users can define a sequeatigrp in
tokenized documents, candidate features, and aomer order to build a feature set. The pattern rule te19f a
data. In particular, the physical schema of theuiea candidate feature, part-of-speech tags, and skitgrgls.
storing model is introduced in the appendix. Althgpbwe  For example, ‘<DT> <feature> of' means the part-of-
briefly discuss the feature storing model, the nqiieys  speech tag of the former word is ‘DT(a determinemd
the most important role in the system. The feastoeing  the literal of the latter word is ‘of.” Fig. 1 shewthe
model enables many kinds of analysis queries itim@  pattern rules definitions. The last type of pringti
This is a simple, but very general and flexible elodr  method is the plug-in method. As we know, the plug-
designing various types of feature selection metheith.  architecture is one of the most popular designciplas
Moreover, because the storing model is fixed, we cafor software development. It enables us to makeawa n
make any type of selection method based on the Imoddype of selection method by following some simple
Finally, a separation between the preprocessing arguidelines. Basically, the input and output of fiieg-in
selection methods is achieved because of the fixedel. methods are a set of scored features. However,lsee a
Even if we want to change NLP tools, we do not himve provide a method having a connection to the feature
change the existing selection methods becausddhiag  storing model.
model will not be changed. It can be used for generating and executing a n@lv S
. . query. A considerable point of primitive methodghat
C. Scoring Candidate Features PicAChoo dynamically genelraates an SQL query

The scoring step follows the preprocessing step. Asccording to the user options. It is a good poietoan
primitive method receives candidate features as an

argument, and returns scored features. Basically, w
suggested three kinds of primitive methods: namely‘
frequency based, co-occurrence based, and patisedb
In addition, there is a plug-in method that support
external implementation. The overall methods anc giart
options are represented in Table II.

Primitive methods have two responsibilities. Thstfi
one is a selection of candidate features to bugdteset

Pattern = [P|L]*[CF][PIL]*

P: Part-of-speech tag of the ward
L: Literal of the word
CF: A Candidate Feature

Figure 1. A Graphical Representation for SequeRtEterns
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TABLE Ill.  CONVERTING FROM"<DT> <FEATURE>'OF" TO SQL QUERY

select feature_id, f_stem, count(*) from (
(/I a sub-part for the <DT> tag
select feature_id, f_stem, document_id, senter@éom (
select fo.feature_id, fo.stemmed_form as f_sferfen, fo.document_id, fo.sentence_no, fo.word tdstemmed_word as w_stem,
td.part_of_speech from (
select f.feature_id, f.stemmed_form, f.lenocument_id, o.sentence_no, o.word_no
from [CF] f, [OC] o
where f.feature_id=o.feature_id
) fo, [TD] td /I position of the <DT>da
where (fo.document_id=td.document_id and foesare_no=td.sentence_no) and ((fo.word_no-1) = tdl.ww)
) where pard_of_speech=q'#DT# group by featdrd_stem, document_id, sentence_no

intersect

select feature_id, f_stem, document_id, senterwé&om (
select fo.feature_id, fo.stemmed_form as f_sferten, fo.document_id, fo.sentence_no, fo.word tdstemmed_word as w_stem,
td.part_of_speech from (
select f.feature_id, f.stemmed_form, f.lenogwment_id, o.sentence_no, o.word_no
from [CF] f, [OC] o
where f.feature_id=o.feature_id
) fo, [TD] td /I position of the <DT>da
where (fo.document_id=td.document_id and foesere_no=td.sentence_no) and ((fo.word_no+(fo.lem+@.word_no)
) where w_stem=q'#of#' group by feature_id, fmstdocument_id, sentence_no

)
) group by fid, f_stem order by count(*) desc

get by fixing the feature storing model. Table Il feature. Hence, a composite method can be evallmted
illustrates an example of the translation from #&gua- both logical and arithmetical operators. The lobica
based method to the corresponding SQL query based evaluation is followed by the arithmetical evaloati

the feature storing model, which is introduced fre t Unfortunately, it is not enough to make all possibl
appendix. [CF] indicates a candidate feature talblthe expressions. For example, many feature selection
feature storing model, and [OC] refers an occumencmethods use sigma or logarithms that are not stggbor
table, and so on. The translation of the othergygsn be by the system. Hence, you may need to implement a
achieved in similar ways. plug-in method if you want those kinds of complex

D. Customizing Scored Feature by Dynarmic Composition operators. But we plan to support those operatwa.s

Applying primitive methods makes a set of scoredE- Filtering Scored Features
features including candidate features and corretipgn As the last step for feature selection, we need to
scores. Every primitive method has the same outpdinalize important feature words. The threshold den
format, and the composition result also has theesanused for this stage, because the input of thisesiag
output format, which is made up of features andes;o scored features. PicAChoo allows adjustment of the
so we can apply composite methods repeatedly. threshold value during the runtime environment fsat t

As we can see in Table Il, there are two types ofisers pick and choose appropriate feature wordslli
composite methods: namely, logical composite methodusers are able to check selected features and @anatty
and arithmetical composite methods. Logical comgosi filter features.
methods use the ID value, which distinguishes featu
from each other. This means that even if a caneida
feature is contained in several feature sets,Dhealue of An extra stage still remains that we have not
the candidate feature is the same. We use the value introduced yet. As we have mentioned before, enough
order to app]y some |ogica| Operators such as ‘amrd’ Sense cannot be made from one Word, because teat is
‘or.” For example’ we find some intersect featutgs jUSt a literal but also a Semantica”y S|gn|f|Camh|t
using the ‘and’ operator and merge different featsets Consequently, the objective of this stage is emigleach
with the ‘or’ operator. After that, arithmetical mposite selected feature by attaching additional infornmatm the
methods are applied. The second method uses reégRture. Recently, some researchers have trieciopta
numbersi and we can use Six basic Operators ech/,_, the notion of the Complex feature[lG] that utilizése
A, %) to merge Scores. context of the feature word. However, unfortunately

In procedura' point of VieW, |Ogica| and arithmetic def|n|ng a Complex feature is qu|te difficult besauthere
operators cannot be separated. A logical operatd¥® @ huge number of relationships between womis. |
determines whether a candidate feature will beainati ~ PICAChoo, we consider a co-occurrence relationship
into a new feature set, and an arithmetical operatdaetween selected features and other words thatiblesc

determines a corresponding score for the candidate

tF. Enriching Selected Features
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Figure 2. Data Source and Feature Sets

the feature word. For example, suppose a featumel,wo preprocessing is required to analyze source doctsmen

‘apple,” the feature can be more useful if it camsa
another word such as ‘red’ that is near the featlires

and to generate candidate features. The featurngto
model represented in the appendix is used for rejori

similar to the co-occurrence-based selection methodokenized documents and candidate features. Andl, the

which is a type of primitive method, but the diffece is

the next stage is scoring. In Fig. 2, we can sgestered

a form of the selected feature. It means the cospledatasources and a feature set created by frequmsed

feature contains a pair of feature and context wohd

selection methods. We have two feature sets by term

the case of the primitive method, we can gathey onlfrequency (freq_t) and document frequency (freqAd).

feature words without contexts.

If we treat a feature as a semantic unit, we cad &
wide field in which to use the feature. On the othand,
it is considerable that relationships between waats be
expressed in a variety of ways. For example, ifsetect

you can see in the figure, we can change options
dynamically, and we can see usages of a speciitife
word. In addition, we are allowed to manually remav
feature word from a feature set. Finally, we capogka
feature set to an Excel or XML file. The followirstep is

frequently co-occurring words as context words, thecustomization that mixes freq_t and freq_d. In giege,

relationship between features and context wordshean
named as ‘frequently co-occurring.” And, if we stlan

we can apply the ‘and’ operator so that we can find
features that appear in both feature sets, andrevatde

adjective word in front of the selected featuree th to calculate (freq_t * (1/freg_d)) in a runtime.gFi3

relationship can be named ‘describe.’ In these abe

represents the result of the composite method. tlike

meaning of the relationships must be different, angrevious step, every option can be applied dyndipjca

should be treated in a different manner. There loan
numerous types of relationships according to tlseaech

purpose, so we need to identify the semantics ef th

context word, and use it in the right way.

IV. CASE STUDIES

Text analysis and feature selection have varicelddi
to be used, but we want to introduce some scenfinas
a practical point of view.

A. Applying TF-IDF without Hard-coding

The tf-idf method is a fundamental and represerdati
term weighting method, and it usually becomes thigy/ v
first method when we need to extract features fram
text. There are two typical methods to apply tfiiolfour
research. The first one is to find a tool, inclugif-idf,
and the second one is to implement it. However fitise
method has a customization problem, and the secnad
has an implementation problem. This is why we naed
customizable feature selection tool.

In our system, users are supposed to register
datasource that has documents to be analyzed. théier

© 2010 ACADEMY PUBLISHER

and we can manipulate our feature sets.

B. Summarizing Product Reviews with Selected Features

Selected features can be used for many applications
An interesting example is text summarization. Esdg

as online shopping is
Composite Methed
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Figure 3. Customizing Stage with Composite Methods
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Category Product
Feature Score

batteri 38125

camera 2, 8235815602536552

featur 1, BGEEGEERRERRERRT

flash 1, BGEEGEERRERRERRT

imag 2,87

Icd 2,875

light 2,870

megapixel 2,87

mernoti 0.0

photo 0.0

pictur 2,2857142857142856

price 4,333333333333333

problem 5.0

qualiti 2, 7424242424242427

resolut 0.0

SCreen 0.0

shat n.a

size 50

softwar 50

time 25

video 2.5

Z0om 25

Figure 4. An Example Using Selected Features

becoming commonplace, more and more produdilter inappropriate feature words. Moreover, a &ét
information and product reviews are posted on theelected feature words can be enriched by taking a
Internet. Because customers cannot see and feel thentext word that describes the context of the ufeat
products directly, product reviews are becoming amword. As a result, we would be able to use selected
essential source of qualitative information. Asesult, features to offer an intelligent service. Unforttaig,

the volume of reviews is increasing drastically,dan there are still some problems that we have notrtaiese
review summarization is becoming very importanttfie®  of yet. The number of implemented plug-in methosls i
Web 2.0 environment. We have conducted researcht abovery small yet, as we are at the starting point. Wkeve
review summarization[17], and PicAChoo wasthat if we provide some important mathematical fiors,
responsible for extracting useful feature words anduch as sigma, log, and so on, we would be able to
corresponding opinion words. Review summarizati®n iimplement any kind of mathematical composite
not within the scope of this paper, but the impatrfaoint  expression during the runtime environment. Addibn

is identifying appropriate feature words, and Pith@ we are planning to optimize the physical schemahef

can be used for a number of applications. feature storing model. It is one of the most imantt
plans, because feature selection generally dedls avi
V. CONCLUSION huge number of documents.

Feature selection techniques let people know which
features are more important than others. Therefeoee,
generally use several selection methods in ordbuild a
subset of relevant features that would be explofted A fixed storing model enables dynamic SQL query
classifying, clustering, summarizing, and so onxtTe generation. The physical schema is designed as5rig.
analysis, especially, is a major area of featutecien, The feature storing model consists of four entities
and it needs more sophisticated operations bedause Document, Tokenized Document, Occurrence, and
has a number of linguistic characteristics. Candidate Feature. As indicated in the names, Deotim

We presented a text analysis tool named ‘PicAChooand Candidate Feature store source documents and
for customizable feature selection with dynamicgenerate candidate features. Tokenized Document
composition of primitive methods. Many linguistic contains additional information about individual nas,
features and selection methods are supported by oand Occurrence indicates the position of each cabeli
system dynamically. We defined primitive methods fo feature. Actually, the physical schema does ndbfothe
scoring each candidate, and to enable customization conceptual ER model, and it has redundant data like
primitive methods, we also provided Ilogical andOccurrence entity. However, sometimes, the reduryan
arithmetical composite methods. Every selectionhmgt helps the statistical analysis. Probably, we wdddable
is translated into an SQL query based on the featurto have a chance for optimizing the storing model.
storing model, and the threshold value can be used

APPENDIXA THE PHYSICAL SCHEMA FOR THE FEATURE
STORING MODEL

© 2010 ACADEMY PUBLISHER
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Toknized Documnent =

H? docurnent_id (FK) E'_.Jccurrence. - Candidate Featre
Diocument Z ¥ sentence_no # feature_id (FK) @ foature id
% docurment_id —0— B wu.:nr.d_nu —<>—H} docurment_id (FK) > len
& text_content & original _word ¥ sentence_no (FK) & sternmed form

& stermed _word % word_no (FK) =

& part_of _speech

Figure 5. A Physical Schema for the Feature Stdvingel
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