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Abstract—Fast and reliable detection of moving objects is 
one of the important requirements for many computer 
vision and video analysis applications. Mean shift based 
non-parametric background modeling supports more 
sensitive and robust detection in dynamic outdoor scenes. 
However it is prohibitive to real-time applications such as 
video surveillance. This paper aims to deal with the 
limitation of high computational complexity. Firstly, coarse 
to fine methods are proposed to avoid raster scanning entire 
image. Foreground pixels are detected in coarse level to 
roughly locate the foreground objects in the image, and then 
fine detection is performed on the corresponding blocks 
gradually. Secondly， fast mean shift approach is presented 
according to temporal dependencies. Mean shift iterations 
are performed starting from incoming data and the modes 
obtained last time. The experimental results show that the 
proposed algorithm is effective and efficient in dynamic 
environment. The proposed algorithm has been applied 
to move objects detection in our real-time marine 
video surveillance system. 
 
Index Terms—background subtraction, nonparametric, 
mean shift 
 

I.  INTRODUCTION 

Detection and segmentation of moving objects in video 
sequence is a basic task in many computer vision and 
video analysis applications, such as video surveillance, 
indexing for multimedia, and perceptual human-computer 
interface. A mostly used approach is background 
subtraction, where each video frame is compared with the 
background model extracted from previous frames, pixels 
that deviate significantly from the background are 
considered to be moving objects. The critical step of this 
kind of methods is how to build and maintain the 
background model. Despite of its importance, the task is 
still far from being completely solved since the 
backgrounds are usually dynamic in nature such as 
swaying leaves, ripple water, etc. A robust background 
modeling technique should also handle situations in 

which new objects are introduced to or old ones are 
removed from the background. Further more, the 
background modeling algorithm should be executed in 
real-time.  

A. Previous work 

Many methods are presented to build and maintain the 
background model for background subtraction. One very 
popular technique that models each pixel with a Gaussian 
distribution [4] does not work well in the case of dynamic 
natural scenes. In ref. [5], each pixel is modeled as a 
mixture of fixed number of Gaussians (MoG). In MoG, 
an online K-means approximation is used instead of the 
exact Expectation Maximization algorithm. Methods 
employing MoG have been widely incorporated into 
algorithms that utilize color and gradient information [13], 
Bayesian framework [6], and region based information 
[7]. Yuting Chen [15] proposes efficient hierarchical 
method, in which rough foreground objects are detected 
in coarse block level in advance. Then based on the result 
of coarse block level, fine pixel-level method is 
performed to further extract the detailed shapes of 
foreground objects. 

Limitation of MoG is that it is necessary to specify the 
number of Gaussians, and generally speaking, it is 
difficult to add or remove components in a principled 
way. Therefore, this technique may not be flexible 
enough to background with fast variations. 
Nonparametric method is initially proposed by Elgammal 
[1] for more general background modeling. The 
probability density function for pixel intensity is 
estimated directly from the data without any assumptions 
about the underlying distributions. Sheikh and Shah [18] 
unify the temporal and spatial consistencies into the 
nonparametric model. Similar models include [2, 14]. As 
an elegant way to locate the modes of the intensity value 
distribution, mean shift has been applied to 
nonparametric background modeling. In [17], mean shift 
procedure is used for locating the most reliable 
background mode. In [9], Wang adapts the kernel used in 
mean shift to be anisotropic and achieves better results in 
segmenting video. Due to its iterative nature, the 
computational cost of mean shift procedure is generally 
high and prohibitive in real-time applications such as 
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video surveillance. Many efforts have been devoted to 
reduce the computational cost. Kai Zhang et al [11] adopt 
the idea of nearest neighbor consistency in mean shift, 
and develop a fast mean shift algorithm that significantly 
reduces the complexity of feature space analysis. 
M.Piccurdi [12] introduced the concept of local basins of 
attraction and histogram-based mean shift computation. 
However, having to perform on each channel seperately, 
the mean shift computation in [12] does not work well for 
mode detection in multiple channel images. Ke et al 
proposed [16] temporal mean shift algorithm via using 
the cluster locations found in the previous frame to 
initialize the mode search for the next frame, and 
achieved a speedup of nearly 100%. In [3], mean shift 
mode detection from samples is used at initialization time, 
and it will be replaced by the real-time model update 
which is  provided by simple heuristics coping with mode 
adaptation, creation, and merging.  

B. Overview of our method 

In this paper, we present mean shift based non-
parametric background modeling for sensitive and robust 
detection of moving objects in dynamic scenes. To deal 
with the limitation of high computational complexity of 
mean shift procedure, some computational optimizations 
are proposed. Firstly, coarse to fine method is used to 
avoid the raster scanning of entire image. Foreground 
pixels are detected in coarse level to roughly locate the 
foreground objects in the image, and then fine detection 
is performed on the corresponding blocks gradually. 
Secondly, to reduce the computational cost of 
background identification of a pixel, mean shift iterations 
are performed, starting from incoming data and the mode 
found last time instead of the whole data set. Our method 
is utilized to match the capabilities of nonparametric 
background models in order to model dynamic 
backgrounds effectively but with greatly reduced 
computational complexity. 

The rest of this paper is organized as follow. In the 
next section, we describe how mean shift can be used for 
background modes detection. In Section 3, coarse to fine 
background subtraction method is presented. In Section 4, 
fast mean shift procedure is proposed for background 
modes detection on sampled pixels. Experimental results 
are presented in Section 5 and Section 6 concludes this 
paper.  

II.  MEAN SHIFT FOR BACKGROUND MODES DETECTION 

The background modeling and subtraction technique 
generally assumes that the background is visible more 
frequently than any foregrounds, so we can relate the 
estimate of the background to the modes (local maxima) 
of the underlying distribution. The intensity values of a 
static pixel can be modeled by a single mode distribution, 
while dynamic pixels are showed as multi-mode. The 
mean shift technique is an iterative gradient ascent 
method with excellent convergence properties which 
allows it to detect the main modes of a distribution. 

Let {xi}i=1,2,…,N  be a sample of intensity values for a 
pixel along the time axis and N is the sample size.  Given 

this sample, we can obtain an estimate probability density 
function of pixel intensity at any intensity value using 
kernel density estimator as follow. 
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where μ i is the intensity value. The number of points for 
each mode is denoted by li,  then the weight of each mode 
wi can be defined as 

∑
1=

/=
q

i
iii llw     (4) 

Weighted modes are ordered by the value of wi. Then 
the first B Gaussians are chosen as the background 
models, where B is defined as Equation (5). where T is a 
measure of the minimum portion of the data for which 
should be accounted by the background. 
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Mean shift based non-parametric background modeling 
supports more sensitive and robust detection in dynamic 
scenes[12]. However, standard implementation of the 
mean shift is not possible due to the excessive 
computational consumption. To deal with the limitation, 
in follow subsection we will propose a procedure which 
is able to limit the computational consumption drastically. 

III. COARSE TO FINE BACKGROUND SUBTRACTION 

Rather than isolated pixels, moving objects are 
generally small regions in a video frame. Therefore there 
is no need to raster scan entire image to test all pixels 
against the corresponding background model which aims 
to detect foreground. Instead, we use Coarse to fine 
method to sample small portion of the pixels, and 
increase the efficiency of the mean shift based 
background subtraction algorithm. Via using a regularly 
decomposed region quadtree[10], we detect foreground 
pixels in coarse level to locate the foreground objects in a 
frame roughly, and perform fine detection on the 
corresponding blocks gradually. 
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A pixel-based background subtraction can be generally 
characterized as a quadruple {F,M(t),Ф, Г}, where F 
depicts the feature extracted for a pixel, M(t) consists of 
the background models recorded at time t for the pixel, Ф 
is a function determining whether a given pixel q at time t 

is background based on the pixel feature, and Г is another 
function that updates the model and generates a new 
model at time t+1 based on the pixel feature and the 
current model M(t). 

 

 
Fig.1.The hierarchical data structure of the quadtree 

 
 

The hierarchical data structure of the quadtree[10] is 
shown in Fig. 1. The root node of a quadtree corresponds 
to the entire frame, and four children of one certain node 
correspond to equal-sized quadrants of the region 
represented by that node. The quadtree based on 
decomposition is applied to every input image of the 
video sequence. For each node at level Lstart, a random 
pixel is sampled for the classification of a pixel as 
foreground or background where Lstart  is set by the user 
according to the system needs, in order to process the 
background subtraction algorithm at a certain processing 
speed. If the pixel is classified as foreground, then a 
randomly selected pixel in each of the four children nodes 
is sampled. If the pixel is classified as background, the 
next node at level Lstart is considered. For each scanned 
node at level L final, all pixels contained by the node are 
sampled, and if this node contains a large number of 
foreground pixels, its four-connected neighbors are 
scanned. By recursively repeating this process, fine 
boundaries of the foreground objects can be obtained. 
Table 1 shows the proposed algorithm in pseudo code. 

TABLE I 
 COARSE TO FINE BACKGROUND SUBTRACTIONALGORITHM IN 

PSEUDOCODE 

Main(){ 
 for(each node i at level Lstart )  

Sampling(i); 
 for(each sampled node i at level L final)  

     if(amount of foreground pixels in i >T) 
         for( each four-connected node c)   

Sampling(c); 
} 
 
Sampling(node b){ 
    if(b.layer== L final){ 
           for(each pixel x in block b)  

x.label=Ф(M(t),p); 
             return; 

} 
p=randomPixel(b); 
p.label=Ф(M(t),p); 
if (p.label==foreground){ 

         Sampling(b.nw); 
         Sampling(b.ne); 
         Sampling(b.sw); 
         Sampling(b.se); 

} 
else return;  

} 

Conventional methods, which raster scan entire image, 
cost O (D) time where D is the image size. Our 
hierarchical method just samples a small portion of the 
pixels in each image. Most of the background pixel is not 
sampled for foreground detection. The complexity is 
reduced to nearly O(R) where R is the moving foreground 
size. This idea is derived from [10], but our method is 
more efficient. In paper [10], MoG is adopted for pixel-
based modeling, in which large portion of pixels is not 
sampled for classification; however parametric model 
updating, which can not be ignored, is particularly time-
consuming. In our mean shift based non-parametric 
background modeling frame work, the model updating 
function Г, which has to be implemented, is particularly 
simple.  

IV. FAST MEAN SHIFT FOR SAMPLED PIXEL 

Using quadtree based in the hierarchical structure that 
samples a small portion of the pixels in each frame, We 
can significantly reduce the redundant computational cost. 
However, for each sampled pixel, if the mean shift vector 
m(x) is calculated via using the whole original data set, as 
shown in Equation (2), the computation load of mean 
shift iteration is still great. Furthermore it is very memory  
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intensive, since the past values of the pixel have to be 
recorded. By exploiting the fact that there is typically 
little change between successive video frames, we 
simplify the mean shift procedure in the following two 
aspects. Firstly, we perform mean shift iterations on 
incoming data and the mode found last time instead of the 
original data set. Secondly, the original data set is 
decomposed into a number of “local subsets”, where 
there is very little change within local subsets. The 
samples of each local subset are treated as a whole in 
describing the density distribution, and assumed to come 
from the same class. The mean shift iterative procedure 
can be simplified furthermore to run on previous modes 
and such local subsets (shown as Fig. 2). 

A. Partition step 

As described in last subsection, a pixel is not sampled 
in each frame. For most of background blocks, only one 
random pixel is sampled for each frame, which means a 

pixel is sampled every K frames (K is block size), while 
the pixels often covered by moving objects are sampled 
frequently, K is consequently very small. Let 
X={xi}i=1,2,…,K be a set of incoming data for a pixel 
between two sampling. We Divide X into m local subsets 
S={si(ci,ni)} i=1,2,…,m each with size ni and center ci. the 
partition step is described as follow: 

I. Initialize S as s1(x1,1)}，and s1 is head node. 
II. Then, for i=2 to K  do the following. 
III. Calculate the distances between xi and head 

node(chead,nhead). Once if ||xk-chead||<Tr,  the head node is 
updated as Equation (6) and Equation (7), and go to the 
next iteration. 

IV. If ||xk-chead ||≥Tr, add as a  subset (xk,1) as head 
no e 
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 Fig.2. Fast mean shift for sampled pixel 
 

B. Mean shift step 

Let Y={(
y
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The convergent points are recorded as 

. Let 
i

z be the starting locations 

for which mean shift procedure converged to μ , then 

k
, which is the number of frames for mode 

k
, can be 

calculated as Equation (9). Once if the candidate 
background modes are obtained, we can calculate the 
weight of each mode as Equation (4), and select the 
background models as Equation (5). 

},...,1=|{ Kkμk vik ,...,1=，

，
k

μn μ

V. EXPERIMENTAL RESULTS 

The proposed algorithm has been implemented on 
Pentium IV desktop with 3.0 GHz CPU and 1 GB of 
RAM. To evaluate the proposed background subtraction 
methods, four dynamic outdoor sequences are adopted as 
the benchmarks, including waving tree sequence with a 
person walking in front a heavily swaying tree, waving 
river sequence with ripples on the surface of the river, 
Trees and fountain sequence with trees swaying in the 
breeze, a fountain of water and undulating waves on the 
surface, and seaside scene sequence with , and the ocean 
waves ,which was taken from our marine video 
surveillance system The proposed method handles these 
situations robustly and the moving object is detected 
correctly. Fig. 3 shows the foreground detection results. 
The first column shows the input images, the second 
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column shows the foreground detection results by MoG, 
and the third column shows the foreground detection 
results by the proposed method. Morphological operators 
we

mented ground-
truth foreground images. (see Tabl

   (9) 

 

re not used in the results.  
The speed of moving object is a critical factor that will 

affect many background models significantly. The 
average processing speeds of our method and MoG 
algorithms are presented in Table II. From the table, we 
can see that the computational complexity of the 
proposed background model is comparable to that of the 
MoG background model. The results are also evaluated 
quantitatively in terms of detection rate and false alarm 
rate by comparing to the manually seg

e III) 
）FNTP/(TP Rate Detection +=

FP)FP/(TP Rate Alarm False +=   (10) 

Where TP is the number of the correctly detected 
moving object’s pixels, FN is the missed moving object’s 
pixels, and FP is the background pixels detected 
incorrectly as moving object’s pixels. 

The proposed algorithm has been applied to move 
objects detection in our real-time marine video 
surveillance system (Fig. 4). Based on streaming media 
via wide area network, the system detects and tracks 
moving objects on user-defined surveillance regions[8]. 
Whenever events, such as ships entering restricted zones, 
leaving port without permission, or moving in abnormal 
direction, is detected, alarms are generated and displayed 
to human operators for possible intervention. 

 

 

 

 

 
Fig. 3. Foreground detection results 
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 TABLE II 

PROCESSING SPEED (FRAMES PER SECOND ON 3.0 GHZ CPU)

TABLE III 
QUANTITATIVE EVALUATIONS BY USING DETECTION RATE AND FALSE ALARM RATE 

 

Video sequences Our od 

 

MOG  meth

Waving trees 53.4 45.7 

waving river 15.8 14.2 

T n rees and fountai 48.1 42.3 

Seaside scene 23.7 25.3 

 
 
 

etectio lse Alarm D n Rate (%) Fa Rate (%) 
Video sequences 

Our od Our od MOG  meth MOG  meth

Waving trees 94.8 95.7 32.6 10.7 

waving river 93.5 94.8 9.4 4.6 

T n rees and fountai 94.2 95.9 18.5 6.2 

Seaside scene 92.7 92.6 8.7 0.4 

 

 
 

erates better results 
than the well-known MoG background model with a bit 
more expensive c

Fig. 4. Real-time marine video surveillance system  

VI. CONCLUSIONS AND FUTURE WORK 

This paper presents mean shift based non-parametric 
background model for more sensitive and robust 
detection of moving objects in dynamic outdoor scenes. 
There are two main contributions in this paper. First, we 
proposed a coarse to fine method to segment the moving 
objects in the framework of nonparametric background 
model. Second, we presented a fast mean shift algorithm 

to reduce the complexity of background identification of 
a sampled pixel. Experiments on real videos show that 
the proposed background model gen

omputational cost.  
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