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Abstract: Data is increasing at an enormous rate every day. Traditionally data has resided in silos across 

any organization, so it’s difficult to have a complete picture for data driven business decision making. Data 

lake addresses the problem of rate of increase of data by providing “schema on read”, better integration and 

cheaper storage. It also solves the data silos problem by providing a central platform for a variety of data 

housing needs. However, implementing a data lake becomes challenging as the implementation needs to 

address the additional needs like metadata management, data discovery, data governance, data lifecycle 

management, security and centralized access controls mechanisms. This paper intends to provide a 

comprehensive architecture of data lake to address these challenges. We have also conducted and 

documented our experiments with publicly available datasets about COVID19 to validate the design and 

applicability of the proposed architecture for business analytics purposes.  
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1. Introduction 

Data is increasing at an overwhelming rate and it will unlock unique user experiences and a new world of 

business opportunities. [1] Data lake is a centralized place to store all your data (structured, 

semi-structured, unstructured) in its pristine form at any scale in a cost effective way. Various types of 

analytics can then be applied to gain insights and make data driven decisions. According to a survey in 

February 2020, where 47% of the respondents worldwide confirmed the benefits of data lake. [2] An 

Aberdeen survey found that organizations with data lake implementation outperformed similar companies 

by 9% in organic revenue growth. [3] However due to the sheer size of data in the data lakes and the 

absence or incompleteness of a comprehensive schema or data catalogue, data discovery has become an 

important problem in data lakes. [4] Additionally Gartner stated that “Through 2022, over 80% of Data Lake 

projects will fail to deliver value as finding, inventorying and curating data will prove to be the biggest 

inhibitor to analytics and data science success”. [5] Data cataloguing mechanism incorporated in data lake 

solution will not only help in data discovery but it can also serve in breaking the barriers to the adoption of 

Data Lake. 

Implementing data management and security is considered difficult due to open/flexible nature of data 

lake architecture. [6]-[8] Effective data governance and management strategy help in implementing 

necessary user access controls. Additionally in the presence of data privacy and security compliance such as 

the General Data Protection Regulation (GDPR) and the California Consumer Privacy Act (CCPA), 
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organizations are required to document the complete life cycle of data asset. [4] It has also been found that 

data lake lacks the ability to determine data quality or the lineage of findings. [5] Therefore necessary data 

lifecycle management is needed. Data lifecycle or lineage provides information about the complete journey 

of data like its sources, dependencies, transformations and usage enabling users to make decisions more 

effectively.  

In this paper we discuss a comprehensive data lake solution in a serverless fashion with cataloguing 

mechanism, lineage information, and security and access control methods. The other side of the fact is that 

data governance is also important to prevent data lake from turning into data swamp so it has been 

incorporated in the solution. This solution has been implemented and experimented which have been 

discussed to assess the usability of this solution. 

2. State-of-the-Art 

Data lake due to its flexible architecture is a popular option among data driven organizations for big data 

storage. Basic concepts and architecture of data lake have been explored and explained widely in research 

studies. [6], [9]-[11] It is often compared with traditional concepts like data warehouse as both concepts 

share many similarities [3], [9]. Recently, architectural designs [10] of a data lake solution and different 

deployment models [9] are a focus of research. 

Data lake solutions have been used in several industries. In commercial banking, due to regulatory 

requirements data governance is often an important topic and involves creating product roadmap for 

introducing data governance in data lake solutions. [12] Mehmood et al. [13] presents the first implemented 

solution for cutler project based on data lake architecture which allow data collection, storage, processing 

of diverse data on which analysis is done. A smart grid big data ecosystem based on lambda architecture is 

presented to address these challenge in traditional grid. [14] In Kondylakis et al. [15] data management 

infrastructure has been implemented for the iManageCancer EU project.  

Challenges related to data ingestion, data extraction, data cleaning, dataset discovery, metadata 

management, data integration, and data versioning have been discussed in [4]. Some other challenges and 

concerns that have been focused includes difficulty in determining data quality or the lineage of findings, 

lack of governance and mechanism to maintain metadata, absence of security and access controls have also 

been discussed in literature. [6] SWOT analysis in [7] revealed that strength, weakness and opportunities of 

data lake, which are important to know, includes cost effectiveness, data management and security, and data 

discovery and exploration respectively. Data swamp has been considered as the biggest pitfall of data lake. 

[16] Suriarachchi et al [8] identifies the data management and traceability problems in data lake. 

Challenges identified in Balachandran et al. [11] includes: data governance, metadata management and 

enhancement. Shepherd et al [17] discusses challenges, opportunities and proposed a theoretical 

framework for data lake adoption. In Giebler et al. [18] research gaps and challenges concerning data lake 

architecture, data governance and comprehensive strategy to realize data lakes have been identified. These 

challenges have also been addressed.   

As metadata on the origin of data is just as important as other components [17], [19]. However it is 

insufficiently considered in all investigated metadata models. [18] In Suriarachchi et al [8] a reference 

architecture to overcome provenance challenges, implementation and evaluation of proposed solution has 

been provided using Hadoop technologies.  

Accessibility is another important factor when building solutions. It has been assumed that by 2021, 

organizations that offer a curated catalogue of data to users will realize twice the business value from their 

data and analytics investments than those that do not. [5] In Brackenbury et al. [19] a methodology is 

proposed for discovery and management that collects user feedback along the dimensions of data, its origin 
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and the characteristics in order to identify data that could be integrated or managed similarly.  

As Data Lakes do not have predefined schema metadata helps in understanding the data. In Sawadogo et 

al. [20] metadata management approach has been discussed for textual documents. In Nogueira et al [21] a 

metadata model more precisely a data vault has been presented which allows easy schema evolution. In 

Yebenes et al. [22] a data governance framework for Third Generation Platforms has been presented. In this 

architecture the central element is data life cycle management which is supported by metadata 

management, data quality and risk management components.  

As data lake stores huge amount of data which often needs to be shared within organization or to the 

public so security and access control is necessary. In Chen et al. [23] a framework for preserving data 

privacy has been presented which discusses the data sharing protocol along with the pay per use billing 

policy. This paper proposes a serverless robust data lake architecture addressing the challenges discussed 

so far. 

3. Data Lake Architecture 

In this section proposed architecture is discussed using various components. The focus will be on the 

components that needs to be there regardless of where or which tool and technology is used for the 

implementation of the concept. Various components of this architecture are: 

3.1. Data Ingestion 

In this section proposed architecture is discussed using the data ingestion layer is the backbone of any 

analytics architecture. Analytics system depends on consistent and accessible data. Data ingestion is the 

process of collecting raw data from various siloed databases or files and integrating it in one place which 

serves as a single source of truth. In this architecture REpresentational State Transfer (REST) ingestion 

Application Programing Interface (API) has been created to facilitate users in ingesting data to the data lake. 

From a security point of view this API is only accessible to the authenticated users. Lineage information is 

also stored whenever the user requests the API to store the data. 

3.2. Data Storage 

The data from external sources are stored in the storage i.e. data lake in its raw format. Storage is flexible 

enough to support various data formats like CSV, JSON, Apache Parquet, ORC, AVRO, XML and others. It is 

designed for high data durability, scalability on demand, security, performance, and offers cost effective 

storage. 

3.3. Data Processing 

Data originating from different sources in heterogeneous forms makes data curation necessary to 

standardize this data. Extract Transform and Load (ETL) operations are performed on the data, if needed. 

This curated data is then stored into the data lake. During data processing phase that can include: 

combining, filtering and other operations, lineage information is stored to keep track of how the data is 

transforming from time to time. 

3.4. Data Discovery 

Data discovery requires extraction of metadata attributes and inferred schema. This extracted 

information is then used to populate the data catalogue. The data catalogue is used for data discovery 

purposes and further understanding of data in the consumption phase. This also requires an update 

mechanism to keep the data catalogue synchronized with changes happening to data. 

3.5. Data Analytics 
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When metadata is available in the catalogue, business users can utilize this data by querying the available 

datasets. We can analyze the available data to find interesting patterns and various forms of data 

visualization will assist in representing the data by making explicit the trends and patterns in data. 

3.6. Data Governance 

Data governance provides structure and management to the data and makes it more accessible and 

meaningful. Various governance frameworks have been suggested in the literature. From the literature 

available and discussed in this paper it is known that data governance mainly focuses on the following three 

areas: 1) Data Lifecycle Management 2) Data Security 3) Metadata Management. 

Data lifecycle management is essential to identify the data and trace its source, transformation it 

suffers, its location, dependencies and joins with the other data. The lifecycle data is stored when the data is 

ingested and each time it undergoes some transformation to keep traces of the data. Visualization over 

lineage information will aid in understanding the complete journey of the data from its origin to its usage. 

Data security is needed at every layer. Data is secured by encryption in both at rest and in transit. Access 

controls take place right from data ingestion to consumption. Ingestion API is only accessible to the 

authenticated and authorized users using specific application maintained roles. The proposed architecture 

also incorporates audit controls and all user actions are logged in an audit trail for regulatory and 

compliance purposes. The proposed architecture provides a holistic approach toward data lake security by 

providing authentication, authorization, protection, encryption and audit in a single platform. 

4. Architectural Implementation 

This section discusses implementation of the architecture on cloud computing platform. For the 

implementation of proposed architecture Amazon Web Services (AWS) serverless and managed services 

are used as shown in Fig. 1. 

 

 
Fig. 1. Physical model. 

 

Data Ingestion REST API is created using Amazon API Gateway. AWS IAM authorization is used with the 

ingestion API, so that it is accessible to users having specific permissions or role. This API is then integrated 

with the lambda function, which imports the data to the storage i.e. AWS S3. This data in its raw format is 

standardized by executing spark scripts using AWS Glue job. Once ETL is performed, AWS Glue crawlers will 

help in building data catalogue. It will crawl the data sources, extract their metadata and discover schemas 

then populate catalogue with new and modified table and partition definitions, and maintain schema 

versioning. This catalogue serves as a central metadata repository that will help users in data discovery. 

When metadata is available in the catalogue, business users can utilize this data by querying the available 
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datasets using AWS Athena. Athena can be used for exploratory analytics and ad hoc queries. Athena along 

with QuickSight helps in analytics and visualization to identify interesting patterns.  

Data Governance activities are carried out throughout the architecture. Lineage information is gathered 

whenever a data source is added or data is transformed and it is stored in AWS Dynamodb in json format. 

This information can now be visualized using any json visualization tool. Data auditing information is also 

stored in AWS DynamoDB to track changes performed in the database and by whom, when and how these 

were performed. AWS CloudWatch and AWS CloudTrail are used to assist in monitoring resources, and keep 

a log of all actions that have taken place inside the AWS environment. The access to the data lake is 

controlled using IAM roles.  

5. Practical Application of the Ecosystem 

The main objective of developing comprehensive data lake solution is to evaluate the usability of the 

proposed architecture. In our experiments, we used publicly accessible datasets provided by Kaggle. 

Dataset, named as COVID-19 dataset, contains data from various sources like WHO, worldometer official 

site and others. Lineage information or data life cycle management of this practical implementation is 

shown in Fig. 2 Dataset1 contains information regarding measures taken for COVID19 which was used for 

analytics to generate ReportA. Dataset2 contains country-wise data containing information regarding the 

corona cases situation worldwide, and worldometer data containing information regarding the 

current(2020-07-02) situation of countries, which was used upon which analytics was applied to obtain 

ReportB and ReportC as shown in Fig. 2. To compare population with the number of confirmed, recovered, 

total tests, and deaths on 2020-07-02 we combined the information of population from worldometer with 

the country wise information. This analysis report is shown by Report D in Fig. 2 is an example of filtering 

and combining two datasets. The results of analysis is shown is Fig. 3.  

 

 
Fig. 2. Lineage information. 

 

 
Fig. 3. Comparison of total cases, deaths, recovered, tests with the population of USA. 
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6. Conclusion and Future Work 

Data lake is a concept used for storing big data and later using it for analytics, visualization or making 

data driven decisions. This paper presents a comprehensive data lake solution addressing some of the main 

challenges like data discovery, data governance, data lifecycle management, and security. This ecosystem is 

designed to handle enormous amount of data due to its flexible, scalable on demand, secure and durable 

architecture. In the proposed solution data is stored in the data lake using ingestion API. This API is only 

accessible to users who have specific role and permissions. Metadata is extracted from the curated data and 

managed using data catalogue. Data catalogue assists in discovering, understanding, contributing and using 

the data. Analytics and visualization can be done on these available datasets. Security and access to the data 

source is controlled using user roles. Data lifecycle management, security and metadata management 

together helps in building data governance to the solution. The presented eco-system was implemented and 

setup on a cloud computing platform i.e. AWS. Experiments have been performed to assess the architecture 

and its business analytics capabilities. However the solution components can also be used on different cloud 

computing platforms or infrastructures. As an avenue for future work, we plan to integrate ML based real 

time lineage information extraction to this solution as lineage information is necessary to get a holistic view 

of the data. 
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