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Abstract: In the field of bio-medicine, mass data are generated every day, such as Chinese electronic 

medical record (EMR), containing massive medical terminology and specific categories of entities. The way 

to analyze and obtain effective information from these sparse data is a difficulty in research. As the 

foundation of analyzing huge amount of biomedical text data, Named Entity Recognition (NER) is essential 

in Natural Language Processing (NLP) complementing with effective labeling data. One of the two basic 

sequence labeling methods is rule-based bulk corpus tagging, requiring domain experts to establish 

targeted recognition rule base. However, in the application field, this method is single, and the portability 

does not make the expectation, bringing great limitations; The other is complete manual labeling, but it is 

time-consuming and laborious. Based on Bidirectional Long Short-Term Memory network (BiLSTM), 

Iterated Dilated Convolution Neural Network (IDCNN) and Conditional Random Field (CRF), we proposed 

the BIC model. This paper proposes a method for EMR entity labeling based on BIC model, realizing 

automatic annotation of Chinese EMR data. Machine labeling data can be used after manual review, which 

will reduce the workload of manual labeling bestially. Compared with other models, F1 value of BIC model 

reached 91.90% in CCKS2017 dataset, and 78% in PACS report data. Experiments show that our method is 

superior to the others.  

 
Key words: Chinese electronic medical record, named entity recognition, sequence labeling, BIC model, 
neural network.  

 
 

1. Introduction 

Intelligent precision medicine is now attracting more public's attention with a considerable speed, as a 

result of the big data explosion. The establishment of the knowledge graph [1] in the biomedical field can 

provide a knowledge base for intelligent precision medicine. The triple is the most basic unit of the 

knowledge graph [2], formed in "entity1-relationship-entity2". To extract effective triples, identifying the 

entities and relationship between the entities is needed. Medical named entity recognition (NER) commits 

to identify the entity that expresses patients' medical or health information in texts such as electronic 

medical record (EMR). 

Electronic medical records refer to digital information generated by medical institution information 
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systems, such as text, symbol, chart, graph, data and image, which can realize the storage, management, 

transmission and reproduction of medical records [3]. Electronic medical records contain many entities, 

most types of them mainly composed of four categories of entities. (1) Private health information (PHI) 

entities, such as the name and number of patients, doctors, and medical institutions. (2) Entities closely 

related to the treatment of diseases, such as diseases, symptoms, inspections and treatments. (3) The 

therapeutic entities containing information about the name of drug, the dose, the mode of administration, 

the frequency of treatment, the duration of treatment, etc. (4) The time entities associated with patients' 

treatment and progression. 

A lot of research has been carried out on named entity recognition in all kinds of fields around the world, 

especially in bio-medicine [4]. At present, most electronic medical record information extraction research is 

aimed at EMRs in English. The research on EMRs in Chinese has not yet been clear and systematic. The lack 

of training corpus restricts the research of Chinese EMR information extraction greatly in the past. With the 

extensive implementation of Chinese EMR systems, the number of EMRs has increased dramatically in 

recent years. However, it is a popular but difficult point to extract effective information from a huge number 

of EMRs. The construction of Chinese EMR tagging corpus is the basis of research. Open corpus is heavily 

limited in the field of bio-medicine since that manually labeling data requires a lot of human resources. It 

usually takes more than 10 times to annotate data manually than it does to annotate data by machine. 

Therefore, the way to reduce the workload of manual labeling and ensure the correctness of biomedical 

entity recognition has always been a difficulty in research. 

The main contributions of our work are as follows: 

1) We proposed the BIC model, an integrated model solving Named Entity Recognition (NER) task. This 

model can extract the global features and local detail features of the sentence, ensuring the integrity 

and accuracy of information extraction. 

2) We transformed NER task into entity labeling task and implement it with algorithm, with which we 

can take less time to obtain more labeled data than before. 

The first part of this paper is introduction, common methods of entity recognition task are outlined in the 

second part. Then, according to the treatment part in the EMRs, the tagging rule will be proposed according 

to the actual needs. In the third part, a new model "BIC" will be proposed, which is a sequence labeling 

model composed of BiLSTM, IDCNN and CRF. After that, the sequence labeling model will be used to 

annotate unlabeled data, and the data processing algorithms will be introduced to obtain more label data. 

The fourth part will prove the performance of the model and the correctness of the method. The fifth part 

summarizes the work of this paper and looks forward to the development trend of EMR information 

extraction. 

2. Related work 

Entity is the basic information element of text. NER is a basic task of natural language processing (NLP), 

to find the entity from a piece of text and mark the location and category of the entity. At present, 

researches on NER of medical texts mainly focus on EMRs and medical documents, with three main 

methods for identifying named entities: (1) dictionary-based and rule-based methods, (2) machine learning 

methods [5], (3) deep learning methods [6]. 

It is necessary to establish a named entity with a broad range of coverage dictionary in the method based 

on dictionary, and add the corresponding class, such as abbreviations, synonyms, deformation, etc. The 

matching algorithm is used to recognize named entities in the text, but lacks the compatibility of new 

named entities. In the medical field the dictionary updates frequently with a huge number of term quantity. 

Although the rule-based method compensates partly for the dictionary-based method failing to identify 
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words not included, it takes too much time for experts in specific fields to establish targeted recognition 

rule base. 

Models based on machine learning include support vector machine (SVM) [7], hidden Markov model 

(HMM) [8], maximum entropy Markov model (MEMM) [9], and conditional random field (CRF) [10]. 

Approach based on deep learning begins from the initial multi-layer perceptron (MLP) to the long 

short-term memory network (LSTM) in recurrent neural network (RNN) [11]. Then, Huang et al. [12] 

proposed a seminal work of the BiLSTM-CRF structure, LSTM-CRF [13]-[16] model was formed by 

combining conditional random field (CRF). After that, bidirectional LSTM network appeared, forming 

BiLSTM-CRF model. BiLSTM-CRF model recognizes entity more effectively than extensive baseline method 

[17]. Habibi et al. [18] is the first to apply it in biomedical NER method. Wang et al. [19] made a great effort 

to clinical NER. Ma et al. [20] proposed that NER commonly uses CNN network as embedding layer, 

bidirectional LSTM network as the encoding end and CRF as the decoding end to form the BiLSTM-CNN-CRF 

model. 

3. Preliminary 

 BILSTM 

BiLSTM-CRF can be used for sequence labeling tasks with forward and backward input features, and it 

uses sentence level labeling information to make the algorithm more robust. BiLSTM contains forward 

LSTM layer and backward LSTM layer, and the input of sentences is the input of LSTM network in the form 

of one-hot coding through the word embedding layer. Let },...,,,,...,{ 111 nttt wwwwwW +−= , d
tw  , 

express a sentence of length n, and the tht  word of this sentence is a d-dimensional vector. The structure of 

the LSTM, shown in Fig.1, consists of a sub-net of circular connections called memory blocks. Each time step 

is an LSTM block that computes the current hidden layer vector th  and the current cell state vector tc  

based on the previous hidden layer vector 1-th  , the previous cell state vector 1-tc  , and the current input 

word vector tw  . 

 
Fig. 1. LSTM block. 

 

where ti  is the input gate , tf  is the forgotten gate , to  is the output gate, LSTM memory cell can be 

expressed as follows： 

 )( 1 ithitwit bhWwWi ++= −     (1) 

 )( 1 fthftwft bhWwWf ++= −       (2) 

 )tanh( 1 cthctwct bhWwWz ++= −                            (3) 

 ttttt zicfc += −1      (4) 

 )( 1 othotwot bhWwWo ++= −      (5) 

 )tanh( ttt coh =         (6) 
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In formulas (1)(2)(3)(5), (.)W represents the weight value, b represents bias value, and in formulas 

(1)(2)(4)(5)(6), c represents cell state vector. For each word vector tw , the context information is included, 

and the forward LSTM layer is coded from 1w  to tw , recorded as th


 . The backward LSTM layer is coded 

from nw  to tw , recorded as th


. The final combination of the context information to form the vector  

representation of the tht  word is ],[ ttt hhh


= . 

 CRF 

Given a training data set )},(),...,,{( 21 NN yxyxD = , ix  is observation sequence of N data, which 
iy  

is its corresponding marking sequence. CRF uses logarithmic likelihood function to maximize conditional 

probability for parameter estimation [21], conditional probability is shown in formula (7): 

 
=

=
N

i

ii xypL
1

)),;|(log(),( bWbW  (7) 

W is model parameter-weight, b is model parameter-bias. When the conditional probability likelihood 

function is maximized, the best label obtained is 


y , 
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bWxy
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 =         (8) 

 IDCNN 

The classical convolution filter acts on a continuous area of the matrix to slide, while the dilation 

convolution [22] adds a dilated width to the filter and skips the data in the middle of it when sliding on the 

input matrix. The filter matrix size is the same, but it can obtain a wider range of input matrix data. Suppose 

cW  is a convolution kernel with a width of r, and tc  is the output of convolution cW  operation on 

vector sequence tx , their relations can be represented as follows: 

 kt

r

k
c xW 

=
=

0
tc          (9) 

The dilated convolution is sliding a dilated width with step size   when the convolution operation of 

cW  is performed on tx , and the output tc  through the dilated convolution is shown in formula (10): 

 kt

r

k
c xW 

=
=

0
tc                               (10) 

In formula (10), while   equals 1, the dilated convolution becomes a normal convolution operation. 

While 1 , the dilated convolution will obtain a wider range of receptive fields than the normal 

convolution. The Iterated Dilated Convolution (IDCNN) model proposed by Strubell E et al. [23] repeatedly 

applies the same small stacked dilated convolution block, and it takes the result of the previous dilated 

convolution as the input for each iteration. The dilated width increases exponentially alone with the 

number of layers increases, but the number of parameters increases linearly, so, the receptive field can 

quickly cover all the input data. The model is composed of four dilated convolution blocks of the same size, 

and the dilated width in each dilated convolution block is a three-layer dilated convolution of 1, 1 and 2 

respectively. The sentence is input into the IDCNN model, and the feature is extracted through the 

convolution layer. IDCNN can also be used for sequence labeling tasks, with higher efficiency when the 

model accuracy is comparable to the BiLSTM model. 
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 Evaluation 

The common evaluation methods used mostly in information retrieval are precision, recall and F1 value. 

Precision represents the percentage how many of the entities marked by the machine are correct. Recall 

represents the percentage how many entities are marked correctly by machine in all entities. F1 value is the 

number comprehensively consider the precision rate and recall rate, then calculate the harmonic mean. 

Therefore, this paper uses the evaluation methods commonly used in information retrieval. The precision P, 

the recall rate R and the F1 value are shown in formula (11)(12)(13). 

 
identifies system entities ofNumber 

 identifiescorrectly  system entities ofNumber 
=P)Precision(         (11) 

 
document in the entities ofNumber 

 identifiescorrectly  system  entities ofNumber 
=Recall(R)            (12) 

 
RP

PR
F

+
=

2
1        (13) 

 

4. Method 

The sequence labeling model "BIC" combines deep learning (BiLSTM, IDCNN) and machine learning 

(CRF). The difficulty of CRF lies in selecting and constructing features. The advantage of BiLSTM, IDCNN is 

that they select structural features automatically based on training corpus, without requiring artificially 

construct and selecting features. Therefore, BiLSTM and IDCNN are combinedly used as the encoding end, 

and CRF is used as the decoding end. 

Firstly, the corresponding medical entity tagging rule [24] will be given according to actual needs, and a 

small amount of data will be manually labeled which uses the BIO annotation method [25]. Secondly, the 

manual labeled data will be processed into training data required by the model. Thirdly, train the 

parameters to obtain the trained sequence labeling model. The entity annotation method block diagram is 

shown in Fig.2: 

 
Fig. 2. Entity annotation method block diagram. 

As shown in Fig.2, the unlabeled data will be input into the sequence labeling model, then we obtain the 

machine labeled data. After manually reviewed simply and quickly, the machine labeled data can be 

converted into the training data, which can be used to retrain a better sequence labeling model. Manual 

review obeys "Medical entity tagging rule" like manual label. But several entities has already been 

annotated by machine, and transformed by Algorithm 1. 

The sequence labeling model will be more accurate with the amount of data increasing. 

 Medical Entity Tagging Rule 

The open data set of EMR named entity identification in biomedical field we use is CCKS2017 evaluation 
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dataset1, with entity types shown in Table 1. 

 

Table 1. CCKS2017 Evaluation Data Entity Category Tag 

Category Tag Description 

Symptoms Sas 
Subjective feelings described by patients and 

Objective facts observed externally. 

Inspection Iat 
The basis for clinical diagnosis and treatment 

provided by medical equipment. 

Disease Dad 
Disease that patients have according to the 

symptoms. 

Treatment Tre Medicine, surgery, etc. 

Body parts Oga 
The part of the human anatomy where diseases, 

symptoms, and signs occur. 

 

In medical imaging report in EMRs, we focus on the types of entities followed: diseases, drugs, symptoms, 

organs, states, periods, traits, indicators. The most important entities are organs and symptoms, which are 

the focus of clinical report in most condition. Based on the characteristics of the annotation data required 

by the model, we developed a data tagging rule. Tags facilitating the distinction between entities for each 

entity category are shown in the second column of Table 2. After defining the tag, select the appropriate 

feature to mark the entity. This paper uses the BIO annotation method containing three annotation types in 

Chinese NER to annotate the first batch of data. As shown in Table 3, 'B' represents the entity starting word, 

'I' represents non-first word of the entity, 'O' represents the non-entity word. The entity tag is preceded by 

'B', 'I' to distinguish different entities. Example of tagging is shown in Fig. 3. 

 

Table 2. Entity Category Tag 

Category Tag Example 

Disease Dis chronic pancreatitis, gastric cancer 

Medicine Med Static antibiotic, Ofloxacin eye drops 

Symptom Sym Nodules, masses, calcifications 

Organ Oga Pancreas, chest 

State Ste Wavy, tortuous 

Period Ped Portal phase, arterial phase 

trait Tra Volume, shape, profile 

Index Idx 3.5mmX4.5mm 

 

Table 3. BIO labeling Instructions 

Type Type Extension Instruction 

B Begin Starting word of the entity 

I Inside Non-first word of the entity 

O Other Not a word in any entity 

 

Raw data： 

胆囊腔内可见多发大小不一结节状致密影，胆囊壁毛糙. (Multiple nodular dense shadows of varying 

sizes can be seen in the gallbladder cavity, and the gallbladder walls are coarse.) 

Marked data(data format 1)： 

 
1 https://github.com/info-wyf/NER_BI/blob/master/data/CCKS2017.zip 
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{{Oga-B:胆}} {{Oga-I:囊腔}} 内{{Act-B:可}}{{Act-I:见}} 多发大小不一{{Ste-B:结}}{{Ste-I:节状}}{{Dis-B:

致}}{{Dis-I:密影}} {{Oga-B:胆}}{{Oga-I囊壁}} {{Ste-B:毛}}{{Ste-I:糙}} 。 

Final Entity： 

"胆囊腔(gallbladder cavity)"、"可见(seen)"、"结节状(nodular)"、"致密影(dense shadows)"、"胆囊壁

(gallbladder walls)"、"毛糙(coarse)" 

Label data description： 

The original data is marked according to "data format 1'', which contains: "{{entity code-(BIO): original 

text}}". For example: "{{Oga-B:胆}} {{Oga-I:囊腔}}", the gallbladder cavity is an organ entity, and organ 

entity is marked as 'Oga'. "胆(gallbladder)"' is marked as "Oga-B'', "囊腔(cavity)" is marked as "Oga-I'', and 

'B', 'I' can combine to form an organ entity.  

 BIC Model 

The encoding end of the sequence labeling model is based on BiLSTM and IDCNN, the decoding end is 

based on CRF, as shown in Fig. 3. The input statement passes through the embedding layer, then it output 

word vector. The word vector is input to the BiLSTM model to extract the global features, and the output of 

the BiLSTM is input to the IDCNN. The model extracts the local detail features of the sentence, and then the 

predicted values of the labels obtained by IDCNN are input to the CRF layer in order to calculate the loss 

function. The model parameters are optimized according to formulas (7) and (8). After the forward and 

backward sentence features are extracted by BiLSTM, the high-dimensional features are extracted by IDCNN, 

and then the parameters are adjusted by CRF, which not only ensures the integrity of information extraction, 

but also ensures the accuracy of information. The feature selection structure is constructed by using 

BiLSTM, IDCNN, the obtained feature is decoded by CRF to obtain the result of the final sequence labeling. 

Combining deep learning and machine learning complements with each other, the theoretically obtained 

model works well. 

The input of the model is Chinese text. According to different length sentences, it is divided into different 

training batches. Make each training batch have batch-size=20 sentences. A batch of training sentences is 

converted into vectors through the embedding layer, and each batch of training sentences is compensated. 

The space reaches the same length. For example, a sentence in a batch of training data has 21 characters 

and the 20 sentences of the same batch. The length of each sentence is 21 characters, converted into a 

vector through the embedding layer, and the dimension is [20, 21, 100] dimension vector. 

The embedding layer contains "character embedding" and "phrase embedding". Considering that the 

word segmentation may be misinterpreted, we use word-based input to mark, without losing the word 

characteristics. Character embedding aims to convert 21 characters of each sentence in each training batch, 

using word2vec, into [20, 21, 100] dimensional vector; word embedding aims to process 21 characters of 

each sentence through word segmentation, corresponding to [20, 21, 20] dimensional vector. The output of 

the final embedding layer is a combination of characters and words, producing a [20, 21, 120] dimensional 

vector. 

The embedding layer obtains the tensor of the input data, processed by the encoding end. The encoding 

end is formed by the combination of BiLSTM and IDCNN. The number of neurons in the BiLSTM hidden 

layer is 2*100=200, so the output of the BiLSTM layer is [20, 21, 200]. The IDCNN layer is formed by a 

combination of four iteration dilated convolutional neural networks. Set the size of each dilated CNN 

convolution kernel as [1, 3, 200, 100], and the dilated convolution has three layers. The dilation size of each 

layer is [1, 1, 2], filter width is 3, as shown in formula (10). The convolution operation is performed, and the 

output is [20, 21, 100]. The final four iterations of the dilated convolution result are spliced to form the 

output data [20, 21, 400] dimension tensor of the encoding end. The three layers of the dilated convolution, 
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the output of each layer is the input of the next layer, and the four iterations of the dilated convolution share 

the parameters between the same dilated convolutional layers, therefore greatly reducing the amount of 

calculation. 

 

 
Fig. 3. BIC model diagram. 

 

The decoding end predicts the tag corresponding to the input data by CRF. First, the output of the 

encoding end passes through a neural network. The weight of the network is [400, 33]. (Table 2 shows that 

there are 8 types of entities. The label of the table is BIO. The BIO format is converted into BIESO [26] 

format during the running of the model, so the final label type is 4x8+1=33.) After the neural network, we 

obtain a [20, 21, 33] dimension tensor, which is the logits for tags. Then we can use logits to calculate the 

loss of the model shown in formula (8), we get the best label when the conditional probability likelihood 

function is maximized. 

 Data Processing Algorithm 

After training the sequence labeling model, the unlabeled data is input into the model, and the result of 

the machine labeling is output. According to the result of the machine labeling, the processing is formed as 

"{{tag : original}}", and the specific processing algorithm is shown in Algorithm 1. 

 
Algorithm 1. Machine annotation data converts to data to be reviewed. 
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When machine labeled data have been manually reviewed, the correct labeled data is formed. Then the 

data format required to convert the annotation data to the format model needs, which like "word by word, 

composed of original text, Tabs, entity mark, Line break." The specific processing algorithm process is 

shown in Algorithm 2. 

 
Algorithm 2. Label data converts to training data. 

 

In Algorithm 1, the program inputs begin and end position and entity's tag information in source text, 

then outputs result of "data format 1" in Fig.3. Entities are processed in the form of "{{tag : original}}". The 

source text is processed by entity in reverse order, we process these entities from back to front and replace 

the source entity with tag, which ensures the correctness of data processing considering it does not affect 

the begin and end position of the previous entity. 

In Algorithm 2, There are three different situations while processing the labeled data. (1) Contents 

starting from this character is the part of entity tag when "{{" encountered, (a) Only one character will be 

labeled as beginning of an entity in the form of "the original text, Tab, entity tag, Line break" when tag 'B' 

occurs. (b) Many characters will be labeled as the middle or end of an entity when tag 'I' occurs, which 

needs to be further processed. (2) It marks the end of the entity when "}}" encountered, meaning the 

following content is the source text or the next entity tag. 

5. Experiment 

 Environment and Datasets 

Our work was developed on Ubuntu 16.04 platform using Python 3.6 language in tensorflow framework, 

jieba version 0.39. The hardware equipment is as follows: one Intel i7 CPU, 16 GB memory and one 

GTX-1080Ti graphics card. 

We performed the experiments on three datasets: Common dataset2, CCKS2017 evaluation dataset 

(CCKS2017), Picture Archiving and Communication Systems report (PACS report). 

•Common: common dataset, containing three categories of Person name, Location name, and Institution 

name.  

•CCKS2017: a biomedical field EMR data set, containing five categories of Symptoms and signs, 

Inspection and testing, Disease and diagnosis, Treatment, and Body parts, which is labeled by tagging rule 

in Table 1. 

 
2 https://github.com/zjy-ucas/ChineseNER 
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•PACS report: provided by Shanghai Institutes for Biological Sciences, containing eight categories of 

Disease, Medicine, Symptom, Organ, States, Act, Trait, and Index, which is manually labeled by tagging rule 

in Table 2. 

The experimental data is labeled by experts roughly divided into training set, development set and test 

set. The specific quantity distribution is shown in Table 4: 

 

Table 4. Experimental Data Details 

Data sets Category(kinds) Train(entry) Development(entry) Test(entry) 

Common 3 20864 2318 4636 

CCKS2017 5 360 40 20 

PACS report 8 376 180 56 

 Experiment Settings 

For the three datasets, we converted the labeled data in data format 1 to trained data in data format 2 

shown in 4.1 with Algorithm 2. And took most of each dataset as the training set, and the remaining 10% of 

each as the development set and the test set. All the experiments take F1 as a metric. 

The setting of BIC model3 training parameters is as follows: Batch size of input data is 20 or 16. The 

characters are 100 dimensions in the character embedding layer and the words are 20 dimensions in the 

word embedding layer. The hidden layer of BiLSTM has 200 nodes and the number of IDCNN filters is 200. 

The dropout value is set to 0.5 or 0.6, the gradient cropping is set to 5 and then use Adam as its 

optimization algorithm. The epoch size is 100 and the learning rate is set from 0.0001 to 0.02. 

 Experiment Results and Analysis 

We compared our model with the methods widely used for NER on each dataset. IDCNN-CRF model 

outperforms better than IDCNN and BiLSTM etc. So in our experiments IDCNN-CRF and BIC models were 

compared in four datasets. Comparison of F1 value can be seen in Table 5, details are shown in Fig.5 and 

Fig.6. A detailed comparison of the optimal results of each model in the CCKS2017 dataset in Table 6 and 

PACS report dataset in Table 7. 

 

Table 5. Comparative Results between BIC Model with State-of-the-Art Deep Models 

Model 
Datasets 

Common CCKS2017 PACS report 

IDCNN-CRF 
(Strubell et al.2017) 

90.86 89.90 76.37 

Ouyang et al.2017 - 88.85 - 
Hu et al.2017 - 91.08 - 

Wang et al.2019 - 91.24 - 
BIC 92.03 91.90 78.00 

 

It can be seen from Table 5 that BIC model achieves the best results in three datasets. In Common dataset 

our model achieved 92.03% F1, which is 1.17% higher than the IDCNN model, In CCKS2017 dataset our 

model achieves 91.90% F1, which is 2% higher than IDCNN model. Ouyang et al. [14] achieves 88.85% F1, 

Hu et al. [16] achieves 91.08% F1, and Wang et al. [19] achieves 91.24% F1. The best F1 of our model 

achieves 91.90%, which performes better than other state-of-the-art deep models. In PACS report dataset 

our model achieves 76.39% average F1, which is 0.86% higher than the IDCNN model. The best F1 of our 

model achieves 78.00%, 1.63% higher than the IDCNN model. 

 
3 https://github.com/info-wyf/NER_BI 
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Fig. 4. Results in CCKS2017 evaluation data set. 

 
Fig. 5. Results in PACS report data. 

 

From Fig. 4 and Fig. 5 we can see that F1 value of BIC model is 91.90% in CCKS2017 dataset and 78.00% 

in PACS report data. But F1 vlaue of our model in PACS report data does not achieve 90% because the 

dataset is relatively small. The result would be better if we have enough dataset. 

From Table 6, we clearly observe that our model performs better than the IDCNN model, the higher 

precision and the higher recall rate. From the test data, IDCNN model recognizes 218 phrases and our 

model recognizes 227 phrases. Two models have recognized the disease and inspection entities and 

performed equally well. Our model recognizes more body parts and symptoms entities than IDCNN model, 

since the precision of symptoms is little lower. Our model performs better in both precision and recall rate 

in recognizing treatment entities. 

 

Table 6. Results in CCKS2017 Dataset 

Category 
IDCNN BIC 

Precision Recall Phrases Precision Recall Phrases 

Disease 60.00 100.00 5 60.00 100.00 5 
Inspection 95.00 100.00 40 97.44 100.00 39 
Body parts 87.96 87.16 108 89.19 90.83 111 
Symptoms 92.31 91.14 78 89.41 96.20 85 
Treatment 76.92 83.33 13 84.62 91.67 13 

Total 89.34 90.46 218 89.72 94.19 227 

 

Table 7. Results in PACS Report Data 

Category 
IDCNN BIC 

Precision Recall Phrases Precision Recall Phrases 

Act 93.57 91.50 575 93.21 95.75 604 
 Index 51.75 66.07 143 47.37 64.29 152 
Organ 77.79 75.00 1454 79.26 71.89 1408 
 State 75.02 84.85 1321 73.03 89.04 1424 

 Symptom  44.31 57.64 562 48.95 64.81 572 
Trait 78.78 84.11 410 79.82 94.79 456 
Total 74.03 78.86 3306 74.42 81.94 3435 
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As shown in Table 7, 6 entities are involved rather than all eight entities types due to the labeled PACS 

report dataset is small and inadequate. The recall rate of the results obtained by the BIC model in PACS 

report is higher than IDCNN model, but the precision is lower when some entities are identified. There 

might be some problems of incomplete identification of entities because of the large number of dense 

medical entities in PACS report dataset. 

The experiments on two datasets show that the BIC model can recognize EMR entities more effectively. 

Since we have small dataset in biomedical field, we can apply our method to identity and label more 

unlabeled dataset, which would obtain at least 78.00% entities in one sentence. After being 39 manually 

reviewed quickly and simply, the machine labeled data can be converted into useful data with Algorithm 1. 

6. Conclusion 

In view of the wide variety of entities, professional descriptions and sparse data in Chinese EMRs, this 

paper proposes a novel method based on BIC model for sequence labeling. Comparing among the 

BiLSTM-CRF, IDCNN-CRF and BIC models, BIC model has a good performance whether in common field or 

in biomedical field. Our method utilizes a combination of machine labeling and manual review, F1 value of 

machine labeling can reach 78.00%. After manual reviewing, the data can be put into use. The entity 

categories can be divided more precisely according to the specific situation of actual problems, which helps 

to analyze the medical entity. In the future, attention mechanism can be added according to the 

characteristics of EMR data, and intensive learning can be carried out to improve the performance of the 

method further. 
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