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Abstract: It is quite natural to produce reliable software systems since the breakdown of the computer 

systems, which is caused by software faults, results in a tremendous loss and damage for social life. Hence, 

software reliability is a key factor in software development process. Testing phase of software begins with 

module testing whereby, modules are tested independently to remove substantial amount of faults within a 

specified testing resource. Therefore, in this paper four optimization problems are discussed for optimal 

allocation of testing resources for a modular software system. These optimization problems are formulated 

as nonlinear programming problems (NLPP), which incorporates log-logistic testing-effort function into 

inflection S-shaped software reliability growth model based on a non-homogeneous Poisson process. The 

NLPPs are solved using LINGO, a user-friendly software package for optimization. Finally, numerical 

example is given to demonstrate and to validate the performance of proposed strategies. In addition, the 

results of the strategies proposed in this paper are compared with [1]. It is revealed that the proposed 

strategies yield a gain in efficiency. 

 

Key words: Software reliability growth model, resource allocation problem, nonlinear programming 

problem, dynamic programming technique, inflection S-shaped models. 

 
 

1. Introduction 

This is a century of computers in which our daily activities rely mostly on the use of the computer 

systems. Computers and software together has changed the way we live, trade, explore and enjoy life for 

the better. It plays a vital role in the modern life. Software is a functioning element embedded in computers. 

The computers are being almost used everywhere, like medical fields, businesses, chemical labs, air traffic 

control towers, ships, space ships, home appliances, communication, manufacture and many more. Hence, 

relying on machines and its reliability has been increased. Software reliability becomes a crucial feature of 

the computer systems. Therefore, the breakdown in the system could result in the fiscal, possessions, and 

human loss. A malfunctioning pacemaker in a heart patient or a Mars path finder that has lost contact due 

to a software bug or a hacker taking advantage of a bug in financial system to withdraw away cash 

electronically portrays the problem.  

A computer system consists of two major components: hardware and software. Software is a created by 

man therefore, a high degree of reliability cannot be guaranteed. Thus, researches have been conducted 
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over the past decades to study the software reliability and many software reliability growth models (SRGM) 

have been proposed [2], [3]. Software reliability is defined as the probability of failure-free operation of a 

computer program for a specified time in a specified environment [3]. Software is considered to have 

performed a successful operation, when it functions completely as expected, without any failure. Hence, 

software reliability is a key factor in software development process.  

A software development process consists of four phases: specification, design, coding and testing [4]. It is 

the final phase where the software is tested to detect and correct software faults in the following three 

consecutive stages: module testing, integration testing, and system testing. Software consists of several 

modules that are tested independently during the module testing, and the interfaces among these modules 

are tested in the integration testing. Lastly, the complete software system of which modules are 

interconnected is tested under the stimulated user environment in the system testing.  

Moreover, all the testing activities of different modules should be completed approximately 40% - 50% of 

the total amount of software development resources [1]. Hence project managers should be able to 

effectively allocate the testing resources among all the modules to develop reliable software. Many 

researchers have addressed the optimal resource allocation problem over the years, including [1], [5-14]. 

They also discuss a management problem to achieve a reliable software system efficiently during module 

testing by applying a software reliability growth model. In order to develop a quality and reliable software 

system, it is very important for the manager to allocate the specified amount of testing-resource 

expenditures for module testing in terms of time-dependent behavior of the cumulative number of faults 

detected during the testing phase. 

The reliability of software is determined upon the module testing, where significant number of faults 

from the modules is removed. Therefore, to maximize the number of faults to be removed is proportional to 

the maximization of the software reliability. Large software consists of modules that are developed 

independently and can be different from each other with respect to size and the number of faults. Hence, 

each of the modules can be tested through different SRGMs. In this paper, we propose four optimization 

problems to determine the optimum allocation of testing resource to the modules that maximize the total 

number of faults expected to be removed satisfying the limited resources. An inflection S- shaped SRGM 

with Log-logistic testing effort has been discussed to represent the removal of the fault for the four 

optimization problems. The optimization problem (P1) modified as (P2), which maximizes the number of 

faults expected to be removed from the modules with the available resource allocation. If the management 

seeks certain percentage of faults to be removed from each module during the testing, then a constraint has 

been added to the first optimization problem (P2) that gives the second optimization problem (P3). 

Sometimes, management seeks some reliability level of the customers to be achieved so that the results are 

more acceptable to the customers. Adopting this condition in (P2), the third optimization problem (P4) is 

obtained. However, if the management would like to satisfy both the additional requirements described in 

(P3) and (P4), the fourth optimization problem (P5) may be solved to achieve a certain percentage of fault 

to be removed as well as a desired level of reliability of the customer to be achieved during the module 

testing. All the four problems are treated as nonlinear programming problem (NLPP) and solved using the 

program coded for LINGO software. The methodology discussed in the paper has been illustrated through 

numerical examples. 

2. Software Reliability Growth Model for Modules 

2.1.   Notations 

N: Number of modules in the Software (>1) 

a (ai): Expected number of faults in the software ( thi module; i = 1, 2,…, N) 
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b (bi): Proportionality constant  (for the thi module) 

r (ri): Fraction of independent faults (for the thi module) 

x(t) (xi(t)): Current testing effort expenditure at testing time t, 

   
0 0

( ) ( ) , ( ( ) ( ) )
t t

i iX t x w dw X t x w dw  
 

Xi, Z: The amount of testing resources to be allocated to the thi module        

 and total testing resource available 

m(t) (mi(t)): Number of faults removed in (0, t] (for the i = 1, 2,…, N) 

T: Total testing time 

Xi
*: Optimal value of Xi (i = 1, 2,…, N) 

li: desired level of reliability level (i.e. number of faults desired to be removed 

  from the thi module) 

2.2.   Classification 

NHPP: Non-homogeneous Poisson process 

SRGM: Software reliability growth models 

NLPP: Nonlinear programming problem 

Testing-Resource: resource expenditure spent on software testing, e.g., man-power, CPU hours, executed 

test-cases 

Fault: A cause of a failure which is unacceptable departure from nominal program operation 

Module testing: Verification a single software module in a simulated software environment where the 

module is isolated from all other modules. 

A software reliability growth model (SRGM) is a mathematical expression of the software fault occurrence 

and the removal process. A software reliability growth model explains the time dependent behavior of fault 

removal. In this paper a resource allocation problem is discussed using such a SRGM for the modules. 

Numerous SRGMs have been developed during the last three decades and they can provide very useful 

information about how to improve reliability [2], [3], [15]. 

Among these models, a non homogeneous Poisson process (NHPP) as the stochastic process has been 

used by Goel-Okumoto model to describe the fault process. Later, the concept of testing-effort was 

incorporated in an NHPP by [16-18] to the modified exponential Goel-Okumoto model to get a better 

description of the fault detection phenomenon. 

2.3.   Model Assumptions 

Some of the assumptions that have been adopted for software reliability growth modeling are stated 

below [17]-[23]: 

1) The software system is subject to failures at random times caused by faults remaining in the system. 

2) Each time a failure occurs, the fault causing that failure is immediately removed and no new faults 

are introduced. 

3) Fault removal phenomenon in software testing is modeled by non homogeneous Poisson process. 

4) The expected number of faults detected in the time interval ( ,t t t  ) to the current testing-effort 

expenditures is proportional to the mean number of remaining faults in the system. 

One of the SRGM, proposed by [24] is the inflection S-shaped software reliability growth model, which 

has been developed to analyze the software failure detection process and its underlying reasons by 

modifying the logistic curve model. The fault removal rate increases with time and assumed the presences 

of two types of faults in the software [12]. The distinctive assumption of the model can be summarized as 

follows [12]: 
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1) The fault detection rate is proportional to the current fault content in the software and the 

proportionality increases linearly with each additional fault removal. 

2) Faults present in the software are of two types: mutually independent and mutually dependent. 

The mutually independent faults lie on different execution paths, and mutually dependent faults lie on the 

same execution path. Thus, the second type of faults is detectable if and only if faults of the first type have 

been removed. The model can be summarized by the differential equation. 

( ) ( )( ( )),
d

m t t a m t
dt

                (1) 

where 

( )
( ) (1 )

m t
t b r r

a


 
   

 
, 

and r is called the inflection parameter and represents the proportion of independent faults present in the 

software.  

Solving (1) with the initial condition that at 0, ( ) 0t m t  , the following is obtained 

  
 1

( )
1 [(1 ) / ]

bt

bt

a e
m t

r r e








 
.            (2) 

The SRGM in (2) can describe inflection S-shaped growth curves, depending upon the value of r .  The 

Ohba model describes the fault identification with respect to time. To incorporate the effect of the testing-

effort, assumption (6) can be modified as: 

1) The fault detection rate with respect to testing-effort (x(t)) expenditure is proportional linearly with 

each additional fault removal 

Under the above assumptions the following differential equation may easily be written as: 

  
( / ) ( )

( )( ( ))
( )

d dt m t
t a m t

x t
  .                              (3) 

Solving (3) with the initial condition at 0, ( ) 0, ( ) 0t X t m t   , the following is obtained: 

  
 

( )

( )
1 (1 ) /

1
( )

b X t

b X t
r r

e

e

a
m t





 
 

 


 .             (4) 

As the reliability of software is a ratio of cumulative number of detected fault at time t to the expected 

number of initial faults and is given by [20] 

  
 

( )

( )

( )

1 (1 ) /
( )

1 b X t

b X t

m t

a r r

e
R t

e





 
 

 


  .                                (5) 

To describe the behavior of testing effort, log-logistic function has been used [25]-[27]. 

The Cumulative testing-effort expenditure consumed in (0, t] is depicted in the following: 

                             1( ) [1 {1 ( ) } ]X t t       

[( ) / (1 ( ) )], 0, 0, 0, 0t t t            .                     (6) 

and the current testing-effort consumed at testing time t is 
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1 2( ) [ ( ) ] / [1 ( ) ]x t t t     ,   0, 0, 0, 0t       ,                          (7) 

 

where   is the total amount of testing-effort expenditures,   is the scale parameter, and   are shape 

parameters. 

 

2.4. Estimation of Parameters 

Using the method of Least square estimation, the parameters ,  , and   in Log-logistic testing-effort 

function can be estimated. These parameters are determined for n observed data pairs in the form ( , )k kt X  

1 2( 1,2,...., ;0 .... ),nk n t t t      where 
kX  is the cumulative testing-effort consumed in time (0, ]kt . The least 

square estimators  ,  , and   can be estimated by minimizing the following: 

                                               
1

Minimize ˆ   ,
n

i

i

X X


 
   

Subject to ˆ  nX X  (i. e. the estimated value of testing effort is equal   to the actual value). 

Once the estimates of  ,  , and   are known, the parameters , ,anda b r of the SRGMs for the module can 

be estimated through maximum likelihood estimation method. The estimators of , ,anda b r are determined 

for the n  observed data pairs in the form ( , )k kt y  1 2( 1,2,..., ; 0 ... )nk n t t t     where ky  is the cumulative 

number of software faults detected up to time 
kt or (0, ]kt .  

The likelihood function for SRGM (4) is given by: 

 
( )

1
[ ( ) ( )]1 1

1 1

( ) ( )
( , , / ( , ) .

( )!

y y
k kn

m t m tk k k k

k k k

m t m t
L a b r y X e

y y




  

 





 , 

where 0 00 and 0.t y    

3. Testing-Resource Allocation Problem 

In module testing two kinds of testing-resource allocation problems are considered to make the best use 

of a specified total testing-resource allocation. It has to be allocated appropriately to each software module, 

which is tested independently and simultaneously, so that the maximum reliability is achieved. In this 

section, we will consider a resource allocation problems based on an SRGM with log-logistic testing-effort 

function during software testing phase. 

Assumptions [1], [28]: 

1) The software system is composed of N independent modules, and the software modules are tested 

independently. The number of software faults remaining in each module can be estimated by the 

SRGM with log-logistic testing-effort. 

2) The total amount of testing-resource expenditures for the module testing is specified. 

3) The manager has to allocate the specified total testing-resource expenditures to each software 

module so that the software faults to be removed in the system may be maximized. The desired 

software reliability level is achieved. 

The length of module testing is often fixed when scheduling is done for the whole testing phase. 

Therefore, limited resources are available, which need to be allocated wisely. The first optimization 

problem in view of the model from Section 2 with N modules can be formulated as an NLPP as given below: 
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( )N N

( )
1 1

(1 )
Maximize   ( )

1 [ (1 ) / ]

i i

i i

b X t

i

i b X t
i i i i

a e
m t

r r e




 




 
  ,

 

= 1

Subject to   ,

0, 1,..., ,

N

i

i

i

X Z

X i N



 


                                                                      (P1) 

 

where,
im is the number of faults expected to be removed from the thi module with testing effort

iX  and Z is 

the total resource available for the allocation to the modules. The NLPP (P1) considers the resource 

constraint only. 

The total fault content in the software is calculated from the estimates of parameters of SRGMs for 

modules. With the availability of the resources, module testing targets at removing maximum numbers of 

faults. The important concern here is to how much to test. Therefore, the software testing time (T) is almost 

fixed. Let iX  be the testing effort that has to be spent on the ith module during testing time T, the mean 

value function can be then written as: 

 

(1 )
( ) , 1,...,

1 [ (1 ) / ]

i i

i i

b X

i

i i b X

i i

a e
m X i N

r r e






 

 
. 

where           
            

    

Hence, the problem (P1) can be restated as follows 

                                        
N N

1 1

(1 )
Maximize   ( )

1

i i

i i

b X

i

i i b X
i i i

a e
m X

e




 





  ,          

  = 1

Subject to   ,

0, 1,..., ,

N

i

i

i

X Z

X i N



 


                                                       (P2) 

where [(1 ) / ]i i ir r   . 

Sometimes some of the modules may not get any resources in the above allocation procedure, to which 

the management may not agree where one or more modules are not tested any further. However, during 

module testing it is expected that each module is tested satisfactorily so that a certain percentage of the 

fault content is desired to be removed from each module of the software. Consequently, the above NLPP (P2) 

needs to be modified to maximize the removal of the faults in the software under resource constraint and 

the desired percentage of faults to be removed from each of the modules in the software.  

Let ip  be the minimum proportion of faults to be removed in ith module. Then 

(1 )

1

i i

i i

b X

i

i i ib X

i

a e
m p a

e






 


, 

Or  

11
ln

1

i

i

i i i

p
X

b p 

 
   

 
.                (8) 

 

Therefore, adding (8) to NLPP (P2), the resulting resource allocation problem can be expressed as follows: 

669 Volume 11, Number 7, July 2016

Journal of Software



 

 

N

1

(1 )
Maximize  

1

i i

i i

b X

i

b X
i i

a e

e









  

11
Subject to   ln

1

i

i

i i i

p
X

b p 

 
   

 
,

 
= 1

N

i

i

X Z , 

   0, 1,...,iX i N  .               (P3) 

 

The management may wish to consider a certain level of reliability that a customer might desire and the 

resource must be allocated in such a way that the desired reliability level be achieved. In such cases, 

reliability condition should be added to the problem (P2).  

Let 0R  be the minimum level of reliability to be achieved for ith module. Then 

0

(1 )

1

i i

i i

b X

i b X

i

e
R R

e






 


, 

Or  

       0

0

11
ln

1
i

i i

R
X

b R 

 
   

 
.                               (9) 

Therefore, the resulting resource allocation problem can be expressed as follows: 

                                                    
N

1

(1 )
Maximize   

1

i i

i i

b X

i

b X
i i

a e

e









 ,                         

                                                 0

0

11
Subject to   ln

1
i

i i

R
X

b R 

 
   

 
,

 
                                                              

= 1

N

i

i

X Z , 

    0, 1,...,iX i N  .                                              (P4) 

In another situation, the management would like to achieve a certain percentage of faults to be removed 

as well as a desired level of reliability of the customer to be achieved during the module testing within the 

available resources. Then, adding both the constraints (8) and (9) to (P2), the problem of optimum 

resource allocation can be expressed as the following NLPP: 

N

1

(1 )
Maximize   

1

i i

i i

b X

i

b X
i i

a e

e









 , 

                                                   
11

Subject to   ln
1

i

i

i i i

p
X

b p 

 
   

 
, 

                                               0

0

11
ln

1
i

i i

R
X

b R 

 
   

 
,
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= 1

N

i

i

X Z , 

    0, 1,...,iX i N  .            (P5) 

For the known parameters , ,i i ia b r and the known values of 
0,  and ip R Z all the four problems (P2) to (P5) 

can be solved for optimum allocation ;( 1,2,..., )iX i N by using LINGO Software. 

4. Numerical Example 

A numerical example for the optimal testing-resource allocation problem is presented to validate and to 

demonstrate the performance of the proposed strategy. We consider a software failure data, which is use by 

[1], where the software system consisted of 10 modules. The model parameters , , and ( 1,2,...,10)i i ia b r i  for 

each module were estimated by using the MLE method and are summarized in Table 1.  

 
Table 1. Estimated Value of SRGM Parameters 

Module ia  ib  ir  
i  

1 63 0.00005332 1.002586957 -0.03545193 

2 13 0.00025230 1.012080139 -0.01193595 

3 6 0.00052620 1.038505577 -0.03707787 

4 51 0.00005169 1.003830667 -0. 08999844 

5 15 0.00017070 0.991108631 0.00897113 

6 39 0.00005723 1.002393431 -0.00238772 

7 21 0.00009938 1.001659538 -0.00165679 

8 9 0.00017430 1.029696882 -0.02884041 

9 23 0.00005057 1.003141885 -0.00313204 

10 11 0.00008782 1.053658375 -0.05092578 
 

Table 2. Optimal Resource Allocation 

Module 
*

iX  im
 

% of fault 
removed 

% of fault 
remained 

1 25195.75 47.0 74.6 25.4 

2 5276.95 9.6 73.8 26.2 

3 2436.04 4.4 73.0 27.0 

4 21009.54 34.8 68.3 31.7 

5 6399.41 9.9 66.3 33.7 

6 16627.52 24.0 61.4 38.6 

7 8902.02 12.3 58.8 41.2 

8 3454.27 4.1 46.0 54.0 

9 5968.99 6.0 26.1 73.9 

10 1729.52 1.6 14.7 85.3 

Total 97000 153.8 61.3 38.7 

 

Let the available total amount of testing resource Z be 97,000 man-hours. Then, the problem of 

determining the optimum resource allocation ( *; 1,2,...,10iX i  ) that maximizes the number of faults to be 

removed, which is stated in NLPP (P2), is given by 

671 Volume 11, Number 7, July 2016

Journal of Software



 

 

     

     

31 2

5 64

0.000526200.00005332 0.00025230

1 2 3

0.00017070 0.000057230.00005169

4 5

63 1 13 1 6 1

1 0.03545193 1 0.01193595 1 0.03707787

51 1 15 1 39 1
Maximize 

1 0.08999844 1 0.00897113 1 0.00238

XX X

X XX

e e e

X X X

e e e

X X

 

 

  
 

  

  
  

  

       7 8 9 10

6

0.00009938 0.00017430 0.00005057 0.00008782

7 8 9 6

772

21 1 9 1 23 1 11 1

1 0.00165679 1 0.02884041 1 0.00313204 1 0.05092578

X X X X

X

e e e e

X X X X

   

 
 
 
 
 
 
 
 

   
    
    
 

,

 

1 2 3 4 5 6 7 8 9 10

1 2 3 4 5 6 7 8 9 10

Subject to   97000,

and             , , , , , , , , , 0.

X X X X X X X X X X

X X X X X X X X X X

         


 

The above problem can be solved by using a program coded in LINGO and is given in Appendix. The 

optimal allocation of resources *

iX
 
for the modules are obtained and are summarized in the Table 2 along 

with the corresponding expected number of fault removed, percentages of fault removed, and  the 

percentage of fault remained for each module. 

The total number of faults removed from the software through this allocation is 153.8, that is, 61.3 % of 

the fault content being removed.  It can be noticed that the percentage of the remaining faults in the last 

three modules (i.e. Module 8, 9 and 10) is still very high, which may not satisfy the management. Suppose 

the management desires to set the restriction that the percentage of initial faults from i th module with a 

certain reliability level 0R = 0.5 should be removed. Thus, adding the restriction (9), the required problem 

of determining optimum resource allocation as stated in NLPP (P4) is given as: 

     

     

31 2

5 64

0.000526200.00005332 0.00025230

1 2 3

0.00017070 0.000057230.00005169

4 5

63 1 13 1 6 1

1 0.03545193 1 0.01193595 1 0.03707787

51 1 15 1 39 1
Maximize 
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Solving the above NLPP using LINGO, the optimal allocation of resources *

iX  for the modules are obtained 

and the results are summarized in Table 3. 
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Table 3. Optimal Resource Allocation with 0R = 0.5 

Module 

0R  
0

0

11
ln

1i i

R

b R 

 
  

 
 

*

iX  
im
 

% of fault 
removed 

% of fault 
remained 

1 0.5 12664.33 21791.29 43.8 69.5 30.5 

2 0.5 2723.59 4547.78 8.9 68.5 31.5 

3 0.5 1281.71 2091.85 4.1 67.6 32.4 

4 0.5 12518.94 17655.90 31.7 62.1 37.9 

5 0.5 4086.83 5306.98 8.9 59.4 40.6 

6 0.5 12090.73 13397.18 20.9 53.6 46.4 

7 0.5 6966.38 7040.79 10.6 50.4 49.6 

8 0.5 3893.41 3893.41 4.5 50.0 50.0 

9 0.5 13675.70 13675.70 11.5 50.0 50.0 

10 0.5 7599.12 7599.12 5.5 50.0 50.0 

Total   97000 150.3 59.9 40.1 
 

The results in Table 3 shows that a total of the number of faults removed from the software through this 

allocation is 150.3 and will ensure the management’s desire to remove a percentage of initial faults from 

each module with the reliability level 0R = 0.5. 

Further allocation of testing resource can also be obtained whereby the developer desires to remove a 

certain proportion of faults form each module as stated in problem (P3), and also wishes simultaneously to 

remove a certain proportion of faults and to achieve a level of reliability stated in NLPP problem (P5).  

5. Comparison and Discussion 

 
Table 4. Optimum Allocation of Resources *

iX  and Number of Faults *

im  Removed Using Yamada et al. and 

Proposed 

Module 
 

Yamada et al.[1] Proposed 
RG in % 

  
*

iX  *

im  
% of fault 
removed 

*

iX  *

im  
% of fault 
removed 

1 25435.2 46.8 74.3 21791.3 47.0 74.6 0.42 

2 5280.7 9.6 73.8 4547.8 9.6 73.8 -0.03 

3 2459.5 4.4 73.3 2091.8 4.4 73.0 -0.46 
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In this section, an investigation is carried out to compare the strategies of optimum resource allocation

proposed in this article to that of Yamada et al. [1].

Reference [1] also considered two problems of determining the optimum resource allocation, which 

minimizes the number of remaining faults given a fixed amount of testing-effort and a reliability goal to be 

achieved. Since the minimization of the number of remaining faults is the same as the maximization of the 

number of faults removed, the formulation of Yamada et al. [1] for the problem of resource allocation based 

on the exponential type SRGM is an equivalent to the proposed formulation stated in (P2) for 

 1; 1,2,...,10ir i  .

To compare the proposed allocation with that of Yamada et al. [1], the results obtained for optimum, *

iX

are presented in Table 4. 

Table 4 shows that the total number of faults removed by the Yamada et al. [1] and the proposed models 

are 152.4 (60.7%) and 153.8 (61.3%), respectively. The results reveal that the overall relative gain (RG) 

due to use of the proposed strategy over the Yamada el al. is 40.25%, where relative gain (RG) is define as 

   
            

           
       .



 

 

4 21548.6 34.3 67.3 17655.9 34.8 68.3 1.58 

5 6354.5 9.9 66.0 5307.0 9.9 66.3 0.39 

6 16554.3 23.9 61.3 13397.2 24.0 61.4 0.26 

7 8857.2 12.3 58.6 7040.8 12.3 58.8 0.31 

8 3412.3 4.1 45.6 3893.4 4.1 46.0 0.89 

9 5845.6 5.9 25.7 13675.7 6.0 26.1 1.81 

10 1251.9 1.2 10.9 7599.1 1.6 14.7 35.08 

Total 97000 152.4 60.7 97000 153.8 61.3 40.25 

 

6. Conclusion 

This paper developed the strategies on the optimal testing resource allocation problems for modular 

software system, which are modeled by inflection S-shaped software reliability growth model based on a 

non-homogeneous Poisson process which incorporates log-logistic testing-effort function. The proposed 

strategies maximized the total number of faults removed with a fixed amount of testing effort, a certain 

percentage of faults to be removed, and a desired reliability is to be achieved. The problem is formulated as 

a NLPP and is solved using a user friendly software LINGO. We discussed numerical examples to show the 

applications and impacts of proposed strategies. Finally, we compared the experimental results with the 

results of Yamada et al. [1]. Based on the experimental results, we conclude that the overall gain in 

percentage of the proposed strategy is more than that of Yamada et al. [1] and the proposed strategies may 

be helpful to software project managers for making the best decisions in developing quality and reliable 

software.  

Future research may include extending the present study to delay S-shaped software reliability growth 

model with testing effort functions. 

Appendix 

max=63*(1-@exp(-0.00005332*x1))/(1-0.03545193*@exp(-0.00005332*x1)) +  

13*(1-@exp(-0.00025230*x2))/(1-0.01193595*@exp(-0.00025230*x2)) +  

6*(1-@exp(-0.00052620*x3))/(1-0.03707787*@exp(-0.00052620*x3)) +  

51*(1-@exp(-0.00005169*x4))/(1-0.08999844*@exp(-0.00005169*x4)) +  

15*(1-@exp(-0.00017070*x5))/(1+0.008971134*@exp(-0.00017070*x5)) +  

39*(1-@exp(-0.00005723*x6))/(1-0.00238772*@exp(-0.00005723*x6)) +  

21*(1-@exp(-0.00009938*x7))/(1-0.00165679*@exp(-0.00009938*x7)) +  

9*(1-@exp(-0.00017430*x8))/(1-0.02884041*@exp(-0.00017430*x8)) +  

23*(1-@exp(-0.00005057*x9))/(1-0.00313204*@exp(-0.00005057*x9)) +  

11*(1-@exp(-0.00008782*x10))/(1-0.05092578*@exp(-0.00008782*x10)) ; 

X1+x2+x3+x4+x5+x6+x7+x8+x9+x10<=97000; 
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