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Abstract: The main purpose of test case reduction is to decrease the number of test cases in order to minimize the time and cost of executing them. We used the data mining approach, mainly because of its ability to extract patterns of test cases that are invisible. In this paper, we use two data mining classifiers, Naïve based and J48, in order to classify a set of test cases and identify which test case is redundant or irredundant. The results show the applicability of data mining classification in removing the number of redundant test cases.
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1. Introduction

The purpose of software testing is to provide an objective view of software to all users and stakeholders to predict the future quality of the system. There are two methods of software testing, white box testing and black box testing [1]. These two methods use a number of techniques to perform software testing. White box testing uses three methods that focus on finding defects in software in order to test specific software: path testing, loop testing, and control structure testing. Black box testing, on the other hand, uses other more techniques for testing such as fuzz testing, model based testing and basic path. All these methods are described in [1].

The size and complexity of software systems is growing dramatically. In addition to this, the existence of automated tools has led to the generation of a huge number of test cases, the execution of which causes huge losses in cost and time [2]. According to Rothermel et al. [3], a product of about 20,000 lines of code requires seven weeks to run all its test cases. Ultimately, the challenge is to find a way to reduce the number of test cases or to order the test cases to validate the system being tested. The main goal of software testing is ensure that the software is as free as possible from errors. The test process can be said to be effective when the test cases are able to locate any errors. Several tools have been seen in the literature which automatically generate thousands of test cases for a simple program in a few seconds, but executing these test cases is extremely time-consuming. Moreover, the tools may also generate redundant test cases [4].

The problem is compounded when we have complex systems, where the execution of the test cases may take several days to complete. Moreover, it should be noted that most of the time is spent in executing redundant or unnecessary test cases. For all of the aforementioned reasons, software testing uses certain techniques to reduce the number of test cases that are both time- and cost-effective which directly affect software performance, for example; retirement optimization, DDR (dynamic domain reduction), Ping Pong, CBR (case based reasoning), and coverall algorithm.
This paper aims to deal with this issue of reducing the number of test cases in order to minimize the time and cost of executing them. Several techniques can be used to reduce test cases including information retrieval, pairwise testing and data mining clustering techniques such as k-mean. In this paper, we used J48 and Naïve based as classification methods for the software dataset. The aim of these classifiers is to reduce any ambiguity in the dataset by dividing it into specific classes. We use these classifications to identify the redundant test cases in the dataset. Based on our knowledge little work has been done in this area. The rest of the paper is organized as follows: Section II formally describes our test case reduction technique. Section III discusses background information and related work. The methodology, experiment and the analysis results are described in Section IV. Finally, Section V presents the conclusions.

2. Problem Description

Given a program $Prog = \{P_1, P_2, ..., P_n\}$ consists of a set of packages $P$, a package that consists of a set of classes $C = \{C_1, C_2, ..., C_m\}$, a class consists of set of methods $C = \{M_1, M_2, ..., M_k\}$.

A set of test cases is defined to test the program for bugs including class, methods, number of inputs and their types, excepted outputs, and status.. The set of test cases is defined as $T = \{t_1, t_2, ..., t_n\}$, where $t_i = \{a_1, a_2, ..., a_z\}$ and $Type(a) \subseteq \{\text{Integer, string, double, boolean, char, byte}\}$ is a test case defined to cover one of the following:

- Class Coverage: $C_{cov}(t_i) = \{C_1, C_2, ..., C_{m_1}\} \subseteq C$ covered by $t_i$
- Method Coverage: $M_{cov}(t_i) = \{M_1, M_2, ..., M_{k_1}\} \subseteq M$ called by $t_i$
- Input coverage: $I_{cov}(t_i) = |a|$ covered by $t_i$

In order to reduce the number of generated test cases, two classifiers are used to determine whether a test case is redundant or irredundant. The two approaches are Naïve based and J48 decision tree. To predict the status of the test cases we followed the following three rules. Specifically, a test cases $t_i$ is considered redundant with $t_j$ if it is satisfied with all of the three rules, otherwise; the test case $t_i$ is considered to be irredundant. The three rules are:

- $\forall \ (i,j) \text{ where } i \neq j \ (C_{cov}(t_i) = C_{cov}(t_j)) \subseteq C$
- $\forall \ (i,j) \text{ where } i \neq j \ (M_{cov}(t_i) = M_{cov}(t_j)) \subseteq M$
- $\forall \ (i,j) \text{ where } i \neq j \ (I_{cov}(t_i) = I_{cov}(t_j))$

3. Background and Related Work

Many studies show that there are two types of test case reduction technique: (a) pre-processing and (b) post-processing. Pre-processing reduces the number of test cases immediately after creating the test set. Post-processing maintains and removes unnecessary test cases, after running the first regression testing activities. As we have described above, several techniques are proposed in the literature for test case reduction (also known as redundant test cases), based on several algorithms such as requirements optimization, DDR (Dynamic Domain Reduction), Ping Pong, CBR (Case Based Reasoning) and coverall algorithm. The aim of these techniques is to minimize and remove redundant test cases. Below, we describe the algorithms in detail.


This is an algorithm within Dynamic Domain Reduction (DDR) used to split a domain by determining the split point to obtain new domains that have two variables with constraints. The two new domains must satisfy the constraints, and the size of the two new domains should be equal. There are two cases for two variables that have been modified for new domains. These cases are defined depending on the relationships between the two variables’ domains.
1) Non-intersecting sets of values defined by two domains, in which case the constraint is either satisfied, or is infeasible.

2) Intersecting sets of values defined by two domains, in which case the constraint may or may not be satisfied.

The purpose of Get Split is to satisfy a constraint for all pairs of values of the two domains, and be true for all values.

3.2. Ping Pong [6]

Ping Pong is a technique proposed to select fewer test cases by reordering test cases, based on heuristics technique. Ping Pong can follow two procedures. Assuming we have a test set $T$ of size $N$, ordered in sequence $select = \{t_1, t_2, t_3, \ldots, t_N\}$. The procedures are:

1) Forward Procedure: execute test cases starting from $t_1$ to $t_N$ then deduct those which are ineffective to obtain a smaller list of test cases.

2) Reverse Procedure: execute test cases in reverse order from $t_N$ to $t_1$, then deduct those which are ineffective to obtain a smaller list of test cases.

3) Inside Out Procedure: execute test cases from the middle to both ends, if $N$ is odd we run $t_{(N+1)/2}, t_{(N+1)/2-1}, t_{(N+1)/2 +1}, \ldots, t_1, t_N$, on the other hand if $N$ is even we run $t_N/2 +1, t_N, t_N-1, \ldots, t_1, t_N$, then deduct those which are ineffective to obtain a smaller list of test cases.

3.3. CBR [7]

Case based reasoning (CBR) technique is one of the most famous techniques and is designed with artificial intelligence. CBR mainly consists of four phases: retrieve, reuse, revise, and retain [8]. CBR depends on problems that are similar to the new problem on the generation process of test cases.

3.4. Coverall Algorithm [8]

Coverall Algorithm follows certain rules and has its own domain like other algorithms. Coverall algorithm generates cases in four steps:

<table>
<thead>
<tr>
<th>Technique</th>
<th>Process</th>
<th>Coverage</th>
<th>Cost and performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBR</td>
<td>- The CBR still has a problem in time reducing, and there are many techniques used in the CBR that help to control the test case number</td>
<td>Path coverage method or criteria to minimize the test case redundancy</td>
<td>- Very important to improve the performance by using the case-base maintenance</td>
</tr>
<tr>
<td></td>
<td>- The CBR deletion algorithm takes a long time to delete all the redundancy test case [9]</td>
<td></td>
<td>- In spite of many reduction techniques, CBR has a high cost</td>
</tr>
<tr>
<td>Ping Pong</td>
<td>- Doesn’t give the best solution but give the best solution in appropriate Time [6]</td>
<td>- Reduce statement coverage based test sets by 50%[10]</td>
<td>- Mutation based test sets reduced by over 30 this result as explained through experiment in paper [2]</td>
</tr>
<tr>
<td></td>
<td>- Require execution of the program on each test case at least once, and once for each testing requirement, thus lead to time consuming in some cases</td>
<td>- Assure domain Coverage [6]</td>
<td>- This technique can be expected to be cost-effective</td>
</tr>
<tr>
<td>Coverall algorithm</td>
<td>Lower time in test run and compilation. - Comparing to all other techniques it is the best one [6]</td>
<td>Reduce number of test cases by more than 99% [8]</td>
<td>The technique can also be used in program loops and arrays [8]</td>
</tr>
<tr>
<td>Get Split</td>
<td>The least time-consuming among the existing technique[10]</td>
<td>Achieved a greater reduction percentage of the test cases</td>
<td>- The technique can also handle loops and array</td>
</tr>
</tbody>
</table>
Finding all possible constraints (where constraints are algebraic expressions that restrict the space of program variable to a certain domain) that dictate the conditions of variables between start and end nodes (<,>,=,≥,≠), which mean from the initial point to the final point.

Identifying and finding fixed values for variable as maximum, minimum and constant values in the path, this requirement may be consider a disadvantage of the techniques. Using the condition dictated by constraint, two variables, one with maximum and the other with minimum value, can be identified. Then the maximum variable is set at the highest value within its range and minimum variable at the lowest value of its range. If any constant value for any variable is found, the value is assigned to a constant value detected in the path.

Finding constant values in the path for any variable, the values would then be assigned to the given variables at each node.

Using all of the abovementioned values to create a table to present all possible test cases.

A comparison between test case reduction techniques

Table 1 shows a comparison between the different test case reduction techniques described above. The comparison is based on three different criteria: the process of the technique, the supported coverage criteria, and the cost and the performance of applying the technique. Some other test case reduction techniques have been proposed in the literature, including heuristic algorithms [11], genetic algorithm based approach [12], integer linear programming approach [13], and hybrid approach [14]. A survey proposed in [14] summarizes these techniques.

3.5. Data Mining

There are several works in the literature on reducing the number of test cases using data mining techniques. Some of these use clustering technique such as that presented in [4], [15]. They propose a novel model for test suite reduction using clustering data mining technique based on software coverage; their model generates test cases automatically and saves them in a WEKA file format (arff), then they apply k-mean clustering on that file and save the cluster results in a text file. Then, the file is loaded in pickup clustering function then the algorithm is executed and the output saved to a text file. Finally, the text files are used to test for coverage of the software and these steps are repeated until acceptable coverage is achieved. The result shows that this methodology significantly reduces time and effort spent in executing thousands of test cases. On the other hand, some other studies use different classifiers [5], [16], [17], [18] in different domains using tools such as WEKA, Rapid Miner and ORANGE. Lee and Chan [19] proposed an approach that can be used to enhance the process of automated test tool model using machine learning technique from association rule mining.

In this paper we propose a classification technique in order to reduce the number of test cases. We used WEKA to define our training data set. Usually, the given data set is divided into a training set and a testing set; the training set is used to build the model and the test set (test case) is used to validate it. Test cases normally consist of a unique identifier, requiring references from a design specification, preconditions, events, a series of steps (also known as actions) which should be followed, input, output, expected result, and actual result. Reducing the number of test cases can improve test runtime and simplify debugging when an error is found [2].
4. Methodology

Our test case reduction approach consists of three steps. We start by obtaining and generating the test cases for the system being tested. Then, we build our dataset for the test cases based on the most important attributes of the test cases. Finally, we select the classifier and rules that we are going to apply and extract the results. Below we describe each of these steps in detail.

4.1. Test Case Generation for the System under Test

Our approach starts by selecting the source code. In this paper, we select a Java source called "Cinema". Table 2 shows some of the properties of the source code such as the system classes, lines of code, and the number of methods in each class. In order to run the system we use eclipse SDK 3.7.2 software which is an integrated development environment (IDE) which contains a base workspace and an extensible plug-in system for customizing the environment written mostly in Java programming language.

<table>
<thead>
<tr>
<th>Class name</th>
<th>Lines of code</th>
<th>Number of methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cine</td>
<td>338</td>
<td>16</td>
</tr>
<tr>
<td>Sala-infantil</td>
<td>205</td>
<td>8</td>
</tr>
<tr>
<td>Sala-vip</td>
<td>148</td>
<td>11</td>
</tr>
<tr>
<td>Session</td>
<td>46</td>
<td>9</td>
</tr>
<tr>
<td>Asiento</td>
<td>71</td>
<td>15</td>
</tr>
<tr>
<td>Sala</td>
<td>77</td>
<td>25</td>
</tr>
<tr>
<td>Total</td>
<td>885</td>
<td>84</td>
</tr>
</tbody>
</table>

In this paper we use one of the key features of this tool which is test case generation using JUnit. The tool is used to automatically generate a set of test cases for any given input class. We are able to generate 493 test cases for all the above classes.

4.2. Build Data Set

Our data set consists of several attributes. Table 3 describes all these attributes. To obtain the attribute values for all the test cases we use several tools and plugins. For example, we use Eclemma [20] a plug-in in Eclipse to calculate the values of coverage for class, path, methods, and branches attributes for each test case. For TC_RuntimeDuration attribute, we use DJunit [21] a plugin in Eclipse to calculate runtime needed to execute each test case. The last tool, we use is JaCoCo Metrics [20] a plugin in Eclemma to calculate the cyclomatic complexity for each test case. Finally, the inputs, outputs, and status are given for each test case. The Data set contains 493 test cases with 10 attributes and Class label. The test cases consist of 268 irredundant and 225 redundant cases, which indicates that we have a balanced dataset. For any dataset sometimes it is necessary to undertake some preprocessing steps, and in our project we use ReplaceMissingValue Filter to replace the missing value by mean value of other instances in the same attribute. Many tools have been proposed for the data mining field such as ORANGE, RAPID MINER and WEKA. We chose WEKA because it has more than one type of classifier and it has a maximum amount of accuracy especially when we select the best classifier. Naïve Bayes classifier has almost maximum accuracy when it is applied to different data sets [22].

In this approach we have applied the machine learning techniques on WEKA to our dataset in order to generate several patterns and rules. These data mining techniques involve Naïve based and J48 decision tree to decide whether each test case is redundant or irredundant.

As described in Section 2 the following are the rules used to predict whether or not a test case is redundant:
Table 3. Data Set Attributes

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Attribute Description</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>TC_ID</td>
<td>A sequential identifier for a test case</td>
<td>Numeric</td>
</tr>
<tr>
<td>TC_ClassCoverage</td>
<td>The class number covered by the test case. We have 6 classes, TC_ClassCoverage range from 1 to 6</td>
<td>Numeric</td>
</tr>
<tr>
<td>TC_PathCoverage</td>
<td>The number of paths covered by the test case.</td>
<td>Numeric</td>
</tr>
<tr>
<td>TC_MethodCoverage</td>
<td>The number of methods covered by the test case.</td>
<td>Numeric</td>
</tr>
<tr>
<td>TC_BrancheCoverage</td>
<td>The number of branches covered by the test cases.</td>
<td>Numeric</td>
</tr>
<tr>
<td>TC_RunTimeDuration</td>
<td>The time needed to execute the test case.</td>
<td>Numeric</td>
</tr>
<tr>
<td>TC_Input</td>
<td>The inputs of the test case</td>
<td>String</td>
</tr>
<tr>
<td>TC_Output</td>
<td>The expected outputs of the test case</td>
<td>String</td>
</tr>
<tr>
<td>TC_Status</td>
<td>An Indicator to represent that test case can reveal faults or not... If the status is fail, it mean that fault is detected.</td>
<td>Boolean</td>
</tr>
<tr>
<td>TC_CycomaticComplexity</td>
<td>The cyclomatic complexity of the test case.</td>
<td>Numeric</td>
</tr>
</tbody>
</table>
| Class label            | An indicator of Class label                                                             | Redundant=0  
                                |                                                        | Irredundant=1 |

What is the component tested by the test case?
What is the function tested by the test case?
How many inputs are there, and is the type of each input?
The following Table 4 shows a sample of the dataset that is used in our approach.

Table 4. Sample of Data Set

<table>
<thead>
<tr>
<th>TC_ID</th>
<th>TC_ClassCoverage</th>
<th>TC_MethodCoverage</th>
<th>TC_Input</th>
<th>Class Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>8</td>
<td>2,4,&quot;234&quot;</td>
<td>Irredundant</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>8</td>
<td>1,4,&quot;a23&quot;</td>
<td>Redundant</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>8</td>
<td>2,4,&quot;a2c&quot;</td>
<td>Redundant</td>
</tr>
</tbody>
</table>

As we can see from this table we have 3 test cases. Test case with TC_ID=1 has the following values:
1) Cover class number = 5
2) Cover method number = 8
3) Three inputs = 2,4,"234"
4) An irredundant class

Because the above three test cases all cover the same class, the same method and have the same number of inputs, then the first is irredundant and the other two are considered to be redundant.

4.3. Extract Results

In this phase we applied Naïve based and J48 classifier to the dataset that we built in order to compare the results from the two classifiers. After that, we used WEKA to extract the accuracy of the classification. Table 5 shows the accuracy for the two classifiers before and after the preprocessing step with different validation folds, when the values of the class label are "redundant and irredundant".

As we can see from TABLE V, the Naïve base gives correctly classified instances before preprocessing with 61.74% for 11 folds. After removing empty instances and the attributes that have less information, the accuracy increases to 70.31% for 11 folds.

On the other hand J48 give correctly classified instances before preprocessing with 58.62% for 10 folds. But after removing empty instances and the attributes that have less information, the accuracy decreases to 57.14%.

The results show the applicability of data mining classification techniques to classify whether the test case is redundant or irredundant based on a set of rules built on a set of characteristics of the test cases.
Table 5. Naïve Base and J48 Comparison

<table>
<thead>
<tr>
<th># of folds</th>
<th>Naïve base</th>
<th>J48</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy (without Preprocessing)</td>
<td>Accuracy (with Preprocessing)</td>
</tr>
<tr>
<td>5</td>
<td>56.18</td>
<td>61.34</td>
</tr>
<tr>
<td>7</td>
<td>58.60</td>
<td>68.12</td>
</tr>
<tr>
<td>10</td>
<td>57.32</td>
<td>62.25</td>
</tr>
<tr>
<td>11</td>
<td>61.74</td>
<td>70.31</td>
</tr>
<tr>
<td>13</td>
<td>57.32</td>
<td>65.46</td>
</tr>
<tr>
<td>15</td>
<td>59.86</td>
<td>68.12</td>
</tr>
</tbody>
</table>

5. Conclusion

The paper focused on the applicability of data mining classifier techniques in reducing the number of test cases by removing those which are redundant. The J48 and Naïve base were applied to the dataset in order to build the classifiers. For future work we try to show the ability of the proposed technique in revealing faults in the software under test.
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