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Abstract: It is still a challenging problem to develop robust target tracking algorithm 

under various environments. Most of current target tracking algorithms are able to track objects well in 

controlled environments, but they usually fail in significant variation of the target’s scale, pose and plane 

rotation. One reason for such failure is that these object tracking algorithms employ fixed-size tracking box, 

and the other is that traditional 2D feature-based tracking algorithms are lack of 3D information. In this 

paper, we address the two problems by combining the fused 3D features and the bootstrap filter. So a 

multi-scale RGB-D tracker is proposed. The multi-scale RGB-D tracker has several attractive merits: (1) It 

exploits multi-instance learning strategy for fusing effective 3D information from the RGB image and the 

corresponding depth image. (2) It uses the bootstrap filter to solve the problem of target losing, when target 

changes significantly in scale. (3) Our tracking algorithm also reduces the error accumulation and can 

obtain a good performance when the candidate target is not so well. Extensive experiments demonstrate 

the effectiveness of the proposed tracking algorithm in indoor and outdoor environments where the targets 

undergo large changes in pose, scale, and plane rotation. 
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1. Introduction 

Visual object tracking is one of the core problems of computer vision, with wide-ranging applications 

including human-computer, surveillance, auto-driving, motion classification and medical imaging [1]. The 

tracking-by-detection approaches [2]-[8] have become particularly popular recently, which treats the 

tracking as a binary classification task to separate target from background. Collins and Liu [2] indicated that 

there exist the most discriminative features which could be learnt to separate target from the background 

online. Grabner et al. [3], [4] have proposed an online boosting algorithm to training features and then 

relieved the drift by an online semi-supervised boosting method, where they only label the samples of the 

first frame. Avidan [5] has applied a support vector machine classifier modified by the optical flow 

approach for tracking. Babenko et al. [6] have proposed to handle the ambiguity problem generated by 

using multiple positive samples and negative ones to update the classifier. The MIL tracker puts the positive 

and negative bags respectively, and then trains a classifier in an online manner using the bag likelihood 

function. Zhang et al. [7] have proposed an effective tracking algorithm with an appearance model based on 
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feature extraction in the compressed domain, and several positive and negative samples are used to update 

the classifier. Recently, K. Zhang has also put forward the WMIL [8] tracker which integrates the sample 

importance into an efficient online learning procedure by assuming that the most importance sample is 

known when training the classifier. There have been also some seminal works on tracking using RGBD 

cameras [9]-[11], but they all focus on tracking the human body.  

Fixed-size tracking box is used in the above tracking algorithm based on 2D feature or 3D feature to 

detect and recognize samples, it will regard the part of the object as target when the target becomes bigger 

compared with initial scale, and takes the mixture image of the object and background as target when the 

target become smaller. That leads to loss of target when the target changes significantly in scale. Besides, 

traditional tracking algorithms based on 2D features are lack of 3D information that makes it easy to fail to 

track targets stably in pose variation and plane rotation.  

In this paper, we propose an effective and efficient multi-scale RGB-D tracking algorithm which 

introduces an improved discriminative appearance model into the Bootstrap Particle filter to follow the 

object scale variation. The improved appearance model is based on Haar features and Haar-D features 

extracted with the multiple instance learning strategy which could fully represent the target, Meanwhile a 

naive Bayesian classifier is used to generate the observation model of the Bootstrap filter. The basic working 

flowchart of our multi-scale target tracker is shown in Fig. 1. A observation model based on the sample with 

confidence and a state equation considering two previous statuses have been used to estimate the current 

position and scale status for each particle from depth image and color image. 

The rest of this paper is organized as follows: In Section 2, we introduce the weighted online multiple 

instance learning tracking algorithm. In Section 3 we present our tracking algorithm and the main principle 

of our tracker in detail. Section 4 gives the detailed experiment setup and results. Finally, Section 5 gives 

some conclusion remarks and the future research in the target tracking  field  of computer vision. 

2. Tracking with Weighted Online Multiple Instance Learning 

The classical MIL [6] tracker has demonstrated good performance to handle drift. However, the MIL 

tracker may detect the positive sample that is less important because it does not discriminately consider the 

sample importance in its learning procedure. The WMIL [8] tracker integrates the sample importance into 

an efficient online learning procedure by assuming that the most important sample is known when training 

the classifier. The classifier ( )
K

H x  is defined as  
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The WMIL [8] tracker uses a set of Haar-like features  
1

( ) ( ),...., ( )
T

K
f x f x f x to represent samples x . It 

assumes that the features in  f x  are independent distributions and the prior information 

( 1) ( 0)p y p y   in WMIL tracker [8]. Then, Eq. (4) is used as a discriminative function for constructing a 

weak classifier in WMIL tracker [8] and our tracker. Then the conditional distributions in classifier (.)kh are 

assumed to be Gaussian distributed, that is  

1 1( ( ) | 1) ~ ( , )k ij ip f x y N                                     (3) 

0 0( ( ) | 0) ~ ( , )k ij ip f x y N                                     (4) 
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Then, the update schemes are described for the parameters 
1  and 

1  as follows： 
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where   is the learning rate for updating, and N is the number of positive samples. We update  
0  and 

0  with similar rules. At the same time, the WMIL [8] tracker also defines two bag probabilities as follows: 
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where the weight 0jw  is a monotone decreasing function with respect to the Euclidean distance between 

the location of sample 1 jx  and 
0lx , i.e. 

1 10| ( ) ( )|

0

1 jl x l x

jw e
c

 
 ,                          (9) 

where c is a normalization constant. Eq. (9) weighs the positive instances according to their importance to 
the bag probability, i.e., the instances near the tracking location at the current frame have more contribute 
to the bag probability than those far from the tracking location. Therefore, we can assume that all of 
negative instances contribute equally to the negative bag. 

Similar to MIL [6] tracker, WMIL [8] tracker also maintains a weak classifier pool  1,...., Mh h  , 

firstly. Then we select K weak classifiers to construct the strong classifier as 
1

K

k kk
H h


  by using the 

following criterion: 

1
argmax , ( ) |

kH Hk
h

h h l H




                             (10) 

The strong classifier 
kH  is applied to the cropped patches in the new frame to determine the one with 

the maximum confidence, i.e. * argmax ( 1| )xx p y x   as the new object location. 

The weak classifier selection criterion in eq. (10) is much more efficient than the directly maximizes the 

log-likelihood function used by MIL tracker. However, fixed-size tracking box are still used in [8] to detect 

and recognize samples, which will regard the part of the object as target when the target becomes bigger 

compared with initial scale, and it takes the mixture image of object and background as a target when the 

target becomes smaller. That leads to the loss of target when the object’s scale has significant variation. And 

the WMIL tracker based on 2D features is lack of 3D information, that makes it easy to fail to track targets 

stably in pose variation or plane rotation. From the above introduction, analysis and inspiration, we will 

propose our multi-scale RGB-D tracker in next section. 

3. Multi-scale RGB-D Tracker 

For overcoming the limitation of the aforementioned fixed-size tracking box and using only 2D features, 

we present a multi-scale RGB-D tracking algorithm in details. Our algorithm flowchart (also named as 

multi-scale RGB-D tracker) is shown in Fig. 1. Specially we address the above problems by combining the 

fused 3D features via multiple instance learning strategy and the bootstrap filter.  

3.1. RGB-D Fusion Strategy 
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Fig. 1. The flowchart of our multi-scale RGB-D tracker. 

 

We take advantages of the richness of RGB-D data by computing two types of features to train 

respectively the two weak classifiers: Haar-like features in the intensity image (converted from the RGB 

values), Haar-D (Haar-like features) features in the depth image. And then the instance probability is 

modeled by:  

1( 1| ) ( ( 1 ))j dKdP y x H x j  ,                                  (11) 

1 1( 1| ) ( ( ))r rKj jP y x H x  ,                                  (12) 

where 
d

(.), (.)
rK K

H H  (i.e. (1)) is a strong classifier which is constructed by the weak classifier (i.e. (3)) 

related to each Haar-like feature and Haar-D feature.   1 (1 )
z

z e


   is a sigmoid function and  0,1y  

is a binary label of sample 1 jx . We obtain the positive bag probability 
1 1{ , }d rP P  and the negative bag 

probability 
0 0{ , }d rP P  on the depth image and color image in (7), (8). The probability 1rP  from the 

Haar-like feature and the probability 1dP  from the Haar-D feature are fused by an information combination 

trick: 
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where  1 1,d r   is respectively the variances from the conditional distributions in two classifiers (.)rkH  

and (.)dkH . For computational simplicity, we compute  0 |P y X   with similar rules. 

At last, we use an efficient ensemble criterion (10) to select K weak classifiers from the pool 

 1,...., Mh h   similar to WMIL [8] tracker. And the strong classifier 
1

K

K kk
H h


  is constructed by K 

weak classifiers on the depth image and RGB image respectively. 

3.2. Multi-scale RGB-D Tracker 

Our particle filter tracker also consists of an initialization of template model and a sequential Monte Carlo 

implementation of a Bayesian filtering for the stochastic tracking system [14-16]. In each iteration, the 

particle filtering tracking algorithm includes two steps: the prediction stage and the update stage. 

In our algorithm, the state vector of the particle filter is defined as ( 1 , 2 , )t t t tx x x s , where 1 , 2t tx x  represent 

the location of samples, 
ts  represents the scale in both 1x  row direction and 2x  column direction.  

In the prediction stage, the samples in the state space are propagated though a state equation [15] in the 

RGB image and depth image. The dynamics usually is from an auto-regressive process (AR) in [15].We use 

the first-order AR process for comparison and simplicity, that is 
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1( ) ( )t t tx i x i w  ,                                  (14) 

where ( )tx i  denotes the state vector of the i-th particle at time step t and  ~ 0,tw N   i.e. the normal 

Gaussian distribution. 

In the update stage, a common observation model [15] is used to estimate the weights for each sample. 

 * ( ) ( )

1

| ( ) exp( ( )) ( )
K

i i

t t K k

k

p y x i H x h x


  ,                           (15) 

where 
ty denotes the label of the tracked target, ( )( )i

KH x  is a strong classifier and then applied to the i-th 

particle with the discriminative score. The classifier is also updated by maximal likelihood estimation 

(5)(6).  

  Then the weights for the i-th particle at time step t can be obtained by the following formula: 
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In order to avoid the degeneracy, the prior particle set should be re-sampled according to the weights of 

the particles obtained by the observation model. The re-sampled process retains particles whose 

confidence is relative high and the distributions of the particles are reallocated. Since those tracking 

algorithms based on 2D features only achieve one result box, the error accumulation will be serious when 

the candidate sample is deviated with target. Moreover, the color and depth images contain different 

information about the scene, so a more robust tracking algorithm is implemented by  combining these 

information, i.e. Haar-like and Haar-D. These re-sampled particles will work together to find the particle 

whose confidence are relative highest on the depth image as a result box b . Then, we also obtain another 

result box c  on the RGB image with similar ways. By exploiting the distance between center points, we 

compute the distance between result box and afore-result box as follows: 

2( , ) || ( , ), ( , ) ||d b c b cx cy c cx cy ,                             (17) 

where b  is afore-result box, c is result box which is from depth image or color image, and  ,cx cy  denote 

the center coordinates of result box.  

  As shown in Eq.(17), the new object location is found with a smaller distance d . It reduces the error 

accumulation and recovers to a good performance when the candidate sample is not so well. 

3.3. Summary of the Tracking Algorithm 

Summarizing the above analysis, our multi-scale RGB-D tracking algorithm overcomes the limitation of 

fixed-size tracking box via the multi-scale bootstrap filter, and improves the location accuracy rate and 

tracking success rate by fusing Haar-like features and Haar-D features  with respectively corresponding to 

RGB image frames and depth image frames. So our algorithm is a robust and effective target tracking 

method  which stably track the specified target with significant variation of the target’s scale, pose and 

plane rotation, shown in our experiment system. In addition, the scale is updated by particle filter (See Step 

1 in Algorithm 1), that can lead a rational tradeoff between computational efficiency and effectiveness of 

handling appearance change caused by fast scale change. In the following, we provide the basic procedures 

of the proposed multi-scale RGB-D tracking algorithm in Algorithm 1. 

 
Algorithm 1. Multi-Scale Tracking via online RGB-D multiple instance learning (i.e. Multi-scale RGB-D Tracker) 

Input: t-th video frame 
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1. Use the 2-order auto-regressive model (14) to renewal all particles information. And then we use the observation 

model (15) to compute the weight for each particle in (16). 

2. Find the particle with maximum confidence on the depth image and RGB image, and compute the distance (17) 

between afore-result box and candidate result box. Then find the new object location which is the location of the 

candidate result box with the smaller distance. 

3. Re-sample and retain particles whose confidence is larger than the given threshold value. 

4. Sample two sets of image patches as positive samples and negative samples on each of the depth image and RGB 

image. 

  ||| ||tD z l z l    ,    , || | ||tD z l z l       ,     . 

   where  ,   are the two search radius of the candidate target patch. 

5. Extract the Haar features of these sets and update the classifier parameters according to (5), (6). 

6. Compute  1 |tP y X


 and  0 |tP y X


 in (13). And then use an efficient criterion (10) to select K weak classifiers 

on the depth image and the RGB image respectively. 

Output: Tracking location 
tl . 

 

4. Experiments 

This section evaluates the effectiveness and efficiency of the proposed Multi-scale RGB-D Tracker. We 

have implemented it in MATLAB and carry out a series of test experiments on a PC with an AMD 3.10GHz 

GPU and 4GB RAM. Experimental results are compared it with 4 state-of-the-art trackers on 6 benchmark 

video sequences (http://vision.cs.princeton.edu/projects/2013/tracking/dataset.html), which contain 

some challenging factors (drastic illumination change, pose and scale variation, heavy occlusion and 

background clutter). These video data were captured by using a standard Microsoft Kinect. The compared 4 

trackers are the Compressive tracker (CT) [7], the Structured Output Tracking (Struck) [18], the Multiple 

Instance Learning tracker (MIL) [6], the Online Discriminative Feature Selection tracker (OFDS) [17]. 

4.1. Experimental Setup 

Given a initial target location at the current frame, the search radius for drawing positive samples is set 

to  = 4~7 which generates 45-190 positive samples. Some sequences in challenging as target is heavily 

occluded and pose variation, we found the results are robust with different .  Especially when the 

appearance changes very fast, we need a large to capture more positive samples. The inner and outer 

radius for the set ,X   that generates negative samples are set to  = 2  and  = 38.These setting can 

crop negative samples with less overlap with positive samples. Then, we select 42-100 negative samples. 

We found the results are robust with different numbers of selected negative samples. The initial standard 

deviation for the status components 1 , 2 ,t t tx x s  of 200 particles is 6.0, 1.5, 0.04. Our multi-scale RGB-D 

tracker select k = 15~30 features to design the classifier, and the learning parameter can be set as 

0.76 ~ 0.92  . From (5) and (6), we can see that a smaller learning rate can make the tracker quickly adapts 

to the fast appearance and larger rate can reduce the likelihood that the tracker drifts off the target. 

4.2. Experimental Results 

Two evaluation criterions are used in our experiments: center location error and tracking success rate. 

The center location error is defined as the Euclidean distance from the detected object center to the ground 

truth center at each frame. The maximum, mean and standard deviation of the center location error per 

frame are summarized in Table 1. And the success rate is defined as score=area(BT∩GT)/area(BT∩∪GT), 

where 
TB

 
and 

GB
 

are the bounding boxes of the tracker and of the ground-truth, respectively. When the 
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overlap ratio is larger than 0.5, the tracking result of the current frame is considered as a success. Table 2 

presents the tracking results in terms of success rate. Fig. 2 plots the frame-by-frame center location errors 

obtained by the 5 trackers for the 6 video sequences. Table 1, Tabel 2 and Fig. 2 show that our Multi-scale 

RGB-D tracking algorithm achieves the best or second best performance in most sequences in terms of 

success rate and center location error. Furthermore, the proposed Multi-scale RGB-D tracker performs well 

in terms of speed (only slightly slower than CT and STC method) among all the evaluated algorithms on the 

same machine even though other trackers. Figure 3 shows screenshots of some tracking results. 

 

girl basketball

 
face1 Two-people

 
bird Book-turn

 
Fig. 2. Quantitative comparisons of the 5 trackers with the center location error on the 6 video sequences. 

 

Scale, pose and illumination variation. Compare with other tracker, our tracker is able to handle scale 

and orientation change well due to the use of Haar-like feature, Haar-D feature and Bootstrap filter (PF). We 

evaluate sequences with different kind of scale and illumination variations. The targets in girl (#209, #357, 

#426 in Fig.  3) and basketball (#9, #87, #157 in Fig. 3) sequences undergo large appearance change due 

to scale and pose variation. Our tracker achieves the best or second best performance in most sequences. 

The Struck method is able to adapt the scale and pose variation well, but does not perform well in girl 

sequences due to illumination variations. The CT, OFDS and MIL method gradually drift away due to large 

appearance change caused by occlusion, scale and pose variation in basketball sequences. 

Occlusion and Pose variation. The targets are partially occluded in the face1 and Two-people sequences. 

The CT, MIL and OFDS method do not perform well as shown in Fig. 3 due to large appearance change 

caused by occlusion (#38, #176, #184 in Fig. 3). The Two-people sequence in challenging as target is heavily 
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occluded and pose variation (#33, #187, #258 in Fig. 3). Only the proposed multi-scale RGB-D tracking 

algorithm is able to relocate the target after heavy occlusion and pose variation as it use RGB-D features. As 

some regions are updated at any time instance by the proposed method, the tracking drift problem can be 

better handled where heavy occlusion occurs. 

 

Table 1. The Average Center Location Errors of the 6 Video Sequences 

 
 

Table 2. The Success Rate (%) and the Average Frames Per Second (FPS) of the 6 Sequences 

 
 

 

Fig. 3. Tracking results of 5 trackers (denoted in different colors) on 6 video sequences. Frame numbers are 
overplayed in yellow. 

5. Conclusion 

In this paper, we propose a novel multi-scale tracking algorithm which combines the fused 3D features 

and the bootstrap filter. Multiple instance learning strategy is adopted to fuse 3D information. The proposed 

scale invariant box was adopted to characterize the target object of different scales to be tracked, which is 

effective, simple and robust for scale variation or in-variation targets. We extensively analyze the 

performance of our tracker on real-word video sequences and show that it outperforms 4 state-of-the-art 

tracking methods. We can see that our tracker is robust for scale change, plane rotation and partial 

occlusion. Our future work will focus on applications of the developed algorithm for object detection and 
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recognition under abrupt motion. In addition, we will explore efficient detection models for persistent 

tracking (where objects disappear and reappear after a long period of time). 
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